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Glossary

The following terms are used throughout this literature review. The definitions reflect common
usage where possible. In some instances, distinctions are made between terms that are not typically made
in the literature (for example, between attentional tunneling and cognitive capture). In these instances,
the rationale/justification for a defmition is provided.

Accommodation: Adjustment of the thickness of the crystalline lens in the eye to bring the images of
objects into focus at the retina.

Accommodative convergence: Convergence response of extraocular muscles induced by an
accommodative shift to nearer objects in the absence of binocular depth cues (i.e., accommodation-
induced convergence).

Analog symbology: Symbology format in which information is conveyed by changing the position of
an indicator along some scale. For example, a standard analog speedometer moves a dial to point to the
current speed (cf. digital symbology).

Anti-reflection coating: An optical coating that increases the transmittance at air-substrate interfaces.
This coating is used to minimize double images created by reflections off the front and back surfaces of
the combiner.

Attentional tunneling: Degradation in peripheral performance attributable to a narrowing of the focus
of attention. In the literature, this term is used interchangeably with “cognitive capture” and “cognitive
tunneling" . Attentional tunneling is only manifested when performance decrements are demonstrated as
a function of eccentricity (see Ward & Parkes, 1994 for review).

Backward masking: A type of masking in which the masking stimulus is presented after the test
stimulus. Thus, the mask interference is retroactive.

Binocular mirrored HUD: Similar to a fully-functional HUD except that there are no optics between
the image source and the combiner (only a large piece of plate glass). Thus, the virtual image distance
is equivalent to the source-to-eye distance. To obtain a minimum virtual image distance of 2.5 m, the
image source would need to be located outside the simulator cab.

Binocular misalignment: This occurs when the images of objects are not aligned vertically or
horizontally (or some combination of both) for the two eyes due to optical distortions and improper
alignment of optical components.

Binocular rivalry: A phenomenon occurring when the two eyes are presented with different stimuli.
Under these viewing conditions, the stimuli appear to compete with each other rather than combine.
Perceptually, the observer sees a temporal alternation between left and right eye views.

Cognitive capture: Typically used to refer to the inefficient attentional switching (from HUD, to
primary task) when using HUDs. This may result in missing external targets, delayed responses to
external events, and/or asymmetrical transition times (longer to switch from HUD-to-external visual
processing than vice versa). In effect, the HUD acts as an attentional ‘trap’ that draws information
processing resources to the HUD and slows/degrades processing of external events. Although cognitive
capture can also work in the reverse direction (i.e., longer to switch from external-to-HUD visual
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processing than vice versa), the safety relevance of this manifestation of cognitive capture is questionable.

Collimated imagery: Any optical system that produces images whose rays are parallel (i.e., planar
wavefronts). When viewing such a system, the best-focus is obtained when the observer is accommodated
to optical infinity (i.e., greater than about 20 feet).

Conformal (or contact analogue) symbology: This simulates the visual transformations of external
objects to give observers the perception that the symbology is genuinely part of the external scene. For
example, the forward driving scene might be overlaid with a perspective outline of the road ahead to
guide motorists when driving in fog or at night.

Contrast interference: The reduction of luminance contrast in an image resulting from optical
superimposition and spatial overlap of other images. In particular, if there are large differences in
contrast (and/or average luminance) between two or more images, the higher contrast image(s) can reduce
the detectability of the lower contrast image(s). The interference can be explained optically in terms of
the interaction of light in the image (cf. visual masking).

Contrast masking: The preferred term is contrast interference.

Convergence accommodation: Accommodation induced by a convergence response in the absence of
retinal image blur (i.e., convergence-induced accommodation).

Convergence eye movements: Movement of the visual axes nasally (toward the nose) for viewing near
objects.

Depth-of-focus (DOF): The dioptric range of focus errors over which performance is not significantly
degraded. DOF is dependent on pupil size, target size and target contrast. When specified in terms of
the range of object distances over which performance is not significantly degraded, the term depth-of-field
should be used

Digital symbology: Symbology in which the information is displayed using a digital format. For
example, a digital speedometer displays the number corresponding to the speed (cf. analog symbology).

Diopter (D): The inverse of the focal length (f specified in meters) of a lens: D = l/f.

Diplopia: A disorder that causes objects to appear double. This occurs when the visual axes of the two
eyes are not directed toward the same object.

Divergence eye movements: Movement of the visual axes temporally (away from the nose) for viewing
distant objects.

Divided attention: An attention allocation strategy in which the observer attends and responds to two or
more inputs that are active simultaneously.

Dynamic range: The operating range of a device. For example, the dynamic range of a HUD display
is the range of background luminance over which optimal contrast may be obtained. See schematic in
Figure 1 for details.
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Eye-box: The range of vertical and horizontal pupil positions over which HUD symbology is clearly
visible (i.e., visible without contrast reduction or distortion). For binocular systems, the eye-box is wider
than it is high due to the interpupillary distance. For monocular systems, the horizontal/vertical eye-box
dimensions are roughly the same.

Forward masking: A type of masking in which the masking stimulus is presented before the test
stimulus. Thus, the interference caused by the mask is proactive.

Graphic I-IUD: A simulated HUD that electronically superimposes HUD symbology as part of the same
signal that generates the image for the background. Therefore, the HUD symbology is a real image and
the focus distance is identical to that for the background imagery.
some researchers to control for accommodative effects.

Graphic HUDs have been used by

Head-Down Display (HDD):  The conventional displays used in automobiles. This includes any display
viewed directly (i.e., no intervening refractive or reflective optics) from a distance of about 3 1 inches
(or .8 m), and is located down 15 degrees or more relative to the observer’s forward line of sight.

Head-Down Instrument Panel (HDIP): Used interchangeably with HDD.

Head-Up Diipiay (HUD): Displays which project a virtual image that is usually optically superimposed
on the forward field of view of drivers using either the windshield or a separate optical element as the
combiner. The three components common to all fully operational HUDs are: (1) display device (includes
a source and fixed/variable display matrix elements), (2) refractive and/or reflective optical elements and
(3) combiner. In refractive HUD designs, the focusing is done by a large diameter lens. In diffractive
(or reflective) HUDs, the virtual image is collimated and reflected by the curved combiner.

Instrument Flight Rule (IFR): Flying an airplane by instruments during low visibility conditions.

Interpupiilary distance (IPD): Distance between the centers of the pupils.

Luminance contrast: With respect to HUDs, defined as the luminance of the HUD plus luminance of
the background (i.e., area adjacent to HUD symbology), divided by the luminance of the background.

Mental workload: The amount of mental effort directed toward the production or accomplishment of
a task in a given period of time. Operationally defined in terms of performance on secondary or
subsidiary tasks in a dual-task paradigm.

Monocular mirrored HUD: A type of experimental-use-only HUD in which the symbology is optically
superimposed using a mirror positioned so that only one eye can view the HUD symbology. Combiner
can be 100% reflecting (preferably front-surface) mirror placed close to the observer’s eye. Due to the
differences between the left and right eye images, binocular rivalry can result.

Partial overlap mirrored HUD: Similar to the binocular mirrored HUD except that the combiner is too
small to allow maximum binocular overlap. Specifically, the right eye views the left half of the HUD
symbology and the left eye views the right half of the HUD symbology. The amount of overlap depends
on mirror width, interpupillary distance and distance to the mirror.

Projected HUD: A type of experimental-use-only HUD in which the symbology is optically
superimposed via a direct projection onto the surface displaying the external scene. Similar to the graphic
HUD in that the external scene and the HUD symbology are at identical distances.
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Raster display: Images created by drawing horizontal lines on the display device and turning the light
on or off as required to produce segments of images. The collection of horizontal scan lines is called the
raster (cf. stroke display).

Reflective optics: Light rays are bent via reflection in which the angle of incidence of the light rays is
the same as the angle of reflection. One advantage of reflective optics is that transmission losses are
reduced since light does not propagate through the mirror substrate (cf. refractive optics).

Refractive optics: Light rays are bent via refraction in which the amount of bending depends on the
refractive index of the lens, the thickness of the lens and the angle of incidence of the light rays. Not
preferred as optical elements in HUDs because of the light losses that result as light propagates through
the lens (cf. reflective optics).

Root mean square error: The square-root of the mean square deviation of the response from the target.
More commonly termed standard deviation.

Selective attention: An attention allocation strategy in which the observer attends and responds to some
inputs while ignoring others presented simultaneously.

Spatial Disorientation (SDO): A breakdown of veridical perception of orientation in space, Orientation
perception is subserved by the combined inputs from visual (cortical and subcortical visual modes of
processing), proprioceptive and vestibular sensory mechanisms. The cause of SDO is believed to be
a mismatch among the sensory signals that can occur during high-G maneuvers or any unusual force
vector while flying.

Stroke display: Image-s created by drawing continuous lines on the display. When a character/image
is completed, the light is turned off, moved to a new location and then turned on to begin drawing
another character/image. The term stroke comes from the fact that this type of display is similar to
handwritten text (cf. raster display).

Vergence (or disjunctive) eye movements: Movement of the visual axes in opposite directions for
viewing objects at either nearer (i.e., convergence which is left eye visual axis moving to the right and
the right eye visual axis moving left) or farther (i.e., divergence involves left eye visual axis moving
left and right eye visual axis moving right) distances.

Version (or conjugate) eye movements: Movement of the visual axes horizontally or vertically
with no change in convergence.

Virtual image: Any image for which there is no measurable energy at the perceived three-
dimensional location of the object. For example, when looking at a planar mirror, the
perceived location of the object (i.e., observer) is behind the mirror but there is no energy at
that location (i.e., behind the mirror). Virtual images can also be created using negative lenses,
convex mirrors and prisms.

Vision Enhancement System (VES): The use of conformal symbology displayed on a HUD to
enhance the visual acquisition of safety-critical road features such as road markings,
hazards/obstacles, other vehicles and traffic signs. Some systems have been developed that use
infrared image intensification to enhance night driving visibility.
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Visual clutter: An overall assessment (either a subjective or an objective measure) of the extent
to which there are features in a visual scene (either on a HUD or in the external scene) that may
interfere with some aspect of the primary task (e.g., detecting hazards).

Vii Flight Rule (VFR):: Flying an airplane using external visual cues under high visibility
conditions.

Visual masking: Interference that can occur between two stimuli presented in proximity (but
not overlapping) in space and time. In a typical visual masking study, the mask does not
spatially overlap the target. A “masking effect” usually refers to an effect that is attributable
to neural interference rather than optical (i.e., pre-retinal) interference of light in the image.
Although visual masking is often used to describe interference occurring for superimposition of
HUD and external scenes, contrast interference is the preferred term in this instance. Although
visual masking may result from viewing HUD imagery superimposed on driving scenes, the bulk
of the interference can be attributed to the interaction of light from different objects in the image
(cf. contrast interference).
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Executive Summary

A review of existing technical literature has indicated that automotive applications of
head-up displays (HUDs), using current designs, will yield mixed results. While certain
performance advantages may be expected, drivers’ responses to some safety-critical events may
be slowed significantly. A summary of findings for each of the major topic areas addressed in
this document follows. In addition, a comprehensive overview of HUD research variables, test
procedures and study results may be found in a set of summary tables presented as an appendix
to this report.

To begin, the generalizability of aviation HUD research to automotive applications is
limited because of differences along several dimensions. First, the information content of
external scenes varies dramatically between the minimal contour (clouds and open sky) for the
aviator and the rapid presentation of salient--often  life-threatening--targets for the everyday
urban/suburban driver. While they may assume primacy for the pilot’s attention, HUDs are
likely to remain strictly a secondary information source for drivers. Next, HUD use in aviation
has often employed conformal symbology, where the displayed information is perceived as part
of the external scene (e.g., a runway outline); comparisons to research results where HUDs
presenting information to drivers have used non-conformal symbology (text or graphics) are
problematic. Workload differences also deserve mention: during takeoff and landing the task
demands on pilots-and the associated information content of HUDs--are  considerably higher than
drivers can be expected to encounter, nor will users of automotive HUDs have to contend with
performance degradation due to high G-forces or spatial disorientation. Finally, an important
contrast between studies of aviation versus automotive HUDs lies in the relative training and
capability levels of the design users. Younger individuals selected for superior vision and
cognitive capability, with extensive training, are the norm in aviation HUD performance tests.
This restricts the range of data obtained, and produces an inevitable bias in measures of HUD
safety and useability compared to, for example, an elderly driver who is inexperienced with
HUDs.

The predicted peformance advantages of automotive HUDs include a variety
hypothesized benefits, particularly for the older driver. Foremost is increased eyes-on-the-road
time, which intuitively reduces the probability that a driver will fail to detect a time-critical
event. It is not clear the extent to which reported advantages in response time (ranging from
.25 to 1.0 s) for head-up versus head-down displays may be conditional upon low workload,
simple HUD displays, and/or moderate ambient light levels, however. Reduced
reaccommodation demands for drivers to fixate upon external targets are also expected, due to
farther virtual image distances for head-up versus head-down displays. This represents a time
savings that may or may not have operational significance for the general driving population.
Older drivers would be aided the most by this feature of HUDs, and their expected benefits
extend to no longer having to look through the near correction (lower part) in their eyeglasses
as required to view the instrument panel. At the same time, HUDs present risks of degraded
operator performance, as highlighted below.
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Key operator performance issues with HUDs derive from both visual and cognitive
factors. In the former category, superimposing symbology on the forward driving scene may
mask external objects via contrast interference. This effect depends upon the extent to which
the HUD symbology fills a given viewing area, and the contrast of the HUD imagery with the
visual background. Relative motion of the HUD image and the to-be-detected external targets
will improve recognition of external targets, but performance will still be degraded when HUD
contrast is high. The safety of nighttime operations with HUDs are called into question by this
finding. In addition, the visual ‘fill factor’ of a head-up display is identified as an important
parameter influencing driver response to external targets. The tradeoff between increased eyes-
on-the-road time and increased visual clutter from HUD symbology, in terms of response
effectiveness for safety-critical targets in the forward driving scene, remains to be determined.
Other potentially important visual factors include misaccommodation and misconvergence effects
(“Mandelbaum effects”) which can result from trying to view distant objects through nearer
objects or surfaces. Size perception is at issue here, with implications for distance judgments
and gap acceptance. Also, binocular misalignment--i.e., when the visual system cannot fuse
vertical or horizontal disparities introduced by image distortions--can result in oculomotor
fatigue, binocular rivalry, and headaches. HUD designs which use the windshield as the
combiner are more susceptible to this problem.

A preeminent cognitive factor in assessing driver performance with HUDs is the
phenomenon termed “cognitive capture.” This effect describes the degradation of responses to
external  targets due to the processing of information from a HUD image; as such, it principally
involves the cognitive operations of selective attention, divided attention, and attention switching.
Existing data suggest that cognitive interference in drivers’ responses to external targets is more
likely when the number of targets and distracters  (in both the HUD and external scene) is large;
when the spatial and temporal uncertainty of critical (external) targets is high; when the
conspicuity of critical targets is low; and when the relative event rate for salient targets in the
forward driving scene (i.e., those requiring “effortful” or controlled, as opposed to automatic,
processing) is lower than that for HUD stimuli. A fundamental premise is that visual
information conveyed via HUDs  and visual information from the external driving scene are not
processed on separate channels; in other words, it is impossible to process both sources of visual
information simultaneously.

Even earlier processing inefficiencies than those manifested in cognitive capture--i.e.,
problems at the stage of stimulus transduction and preprocessing--are described by studies of
interference at the encoding stage of information processing. Multiple targets, targets near the
threshold of detection, and/or targets embedded in “noisy” backgrounds may suffer from such
interference. Common examples include HUD symbology that is spatially superimposed on an
external target, producing contrast interference, or which is presented adjacent to an external
target, producing spatial masking; in either case, it is likely that the efficiency with which the
external target is encoded will be reduced. Encoding interference can be mitigated by separating
inputs along one or more stimulus dimensions (e.g., spatial separation, use of color) or sensory
modalities (e.g., using the auditory channel for selected message elements). However, while
auditory HUD elements may reduce interference at the encoding stage, this practice does not
preclude interference at the cognitive level of processing, and the potential for encoding
interference with other auditory inputs (e.g., collision warning signals) is introduced.
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Current HUD design  issues center on these sources of interference Inefficiencies at the
cognitive stage of processing have implications for the amount and format of information
displayed on HUDs,  while inefficiencies at the earlier, stimulus encoding stage have implications
for the spatial location and luminance contrast of HUDs.. Often, design choices must take both
sources of interference into account. A typical apparent image distance for HUD symbology,
roughly two meters, reflects an attempt to reduce cognitive-level interference by linking the
HUD information spatially to the end of the hood of the driver’s own vehicle, as opposed to
farther distances at which the HUD information is embedded in the visual clutter of the external
scene. This design choice also reduces the possibility of spatial superimposition or spatial
masking of safety-critical targets, and thus improves HUD processing efficiency at the encoding
stage as well. Additional design issues which deserve attention in automotive HUD applications
include display variability across models, opportunities for the presentation of conformal
symbology, field of view limitations, and user adjustability of HUD image attributes.

The effect of HUDs on driving speed is an area of particular interest. Some studies have
demonstrated subjective preferences among drivers for HUD speed indicators versus traditional
head-down displays, as well as an increase in glance frequency and a decrease in glance duration
with the HUD speed indicator, but multiple investigations have found no significant effect on
speed choice across a variety of driving conditions. Also, hypothesized improvements in the
efficiency of acquiring speed information remain open to question, because of the low workload
conditions which prevail in previous research on this issue.

Finally, a number of implementation issues for automotive HUDs must be addressed
before widespread acceptance of these devices can be expected, particularly for many
applications envisioned in ongoing Intelligent Transportation System (ITS) program initiatives.
To move beyond the presentation of vehicle status indicators, such as speed, to the display of
navigational instructions, motorist advisories for road conditions, accidents, weather, and other
types of information, reliable measures of the effect of HUD use on responses to priority
external targets must be obtained, under realistic operating conditions, The appropriate
assignment of driver information inputs to continuous, contingent, and “on-demand” categories
of displays remains to be determined. Practical considerations of cost, size, and adaptability to
a range of driver eye heights also figure prominently if the use of HUDs in the private vehicle
fleet in the U.S. is to become routine. And of course, driver age and related differences in
visual acuity, contrast sensitivity, and the efficiency of attentional and other cognitive processes
strongly implicated in safe vehicle operation define critical parameters for product design,
development, and testing.

  
xiii



Driver Age and Visual Interference Concerns in the Use of Automotive HUDs
Part I: Literature Review

Introduction

This review establishes the framework for the development of a testing protocol for
automotive HUDs that generalizes to a broad cross-section of everyday driving conditions. The
idea to display instruments as virtual images superimposed on external images was first proposed
by Paul Fitts in 1946. It was not until 1960 that head-up displays (HUDs) were first
manufactured for military aircraft (Weintraub and Ensing, 1992). Although HUDs are now
widely used between military and commercial aviators, they have only been considered for
widespread automotive use since approximately 1985 (Enderby and Wood, 1992). Since then,
the extent to which HUDs will benefit drivers has been investigated and is still largely
unresolved. If research can be directed toward clearly defining the safety and design issues, this
could facilitate progress toward mature applications -- and widespread use of -- automotive
HUDs.

This document covers the following major topic areas: (1) aviation versus automotive
HUDs, comparing and contrasting the two major HUD applications to determine the limits of
generalizability of aviation HUD research; (2) expected performance advantages of automotive
HUDs, addressing commonly cited and potential advantages of HUDs;; (3) current HUD design
issues, identifying currently unresolved design issues and limitations for HUDs that impact
driver performance; (4) operator performance issues, emphasizing the impact of HUDs on vision
and cognition; (5) the effect of HUDs on driving speed; and (6) implementation issues for HUDs
in automobiles. An overview of current knowledge in this area and discussion of key
methodological issues is then presented. This report concludes with two appendices that contain,
respectively, a comprehensive summary table of HUD research findings, and a condensed
description of current and proposed automobile HUD design features.

Aviation Versus Automotive HUDs

This document presents an overview of current findings in human factors research on
HUDs. Whenever possible, study results are discussed in terms of implications for the design
of automotive HUDs and potential safety benefits. In some instances the researchers have
designed the experiment to address aviator HUD design issues. For these studies, there may
be limitations in the extent to which the findings generalize to the design and effectiveness of
automotive HUDs. This is due to the differences between proximal (i.e., instrument panel) and
distal (i.e., external scene) stimuli, characteristics of the tasks, operator skill levels and age
ranges. These differences are defined below and are used throughout the review to compare and
contrast aviation and automotive HUD applications.

Information content of external scenes: Typically, the external scene of aviators consists
of minimal contour such as clouds and open sky. Potential external targets include other aircraft
and runways. Compared to driving, little information is acquired directly from the external
scene. In other words, HUDs and other information sources inside the cockpit are typically
primary information sources whereas external information sources are secondary. In contrast,
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drivers are exposed to much more contour and the total number of potential targets in the
external scene is higher. Also, this information is presented to drivers at much higher
information rates (i.e., number of potential targets per minute of driving is higher for drivers
than for pilots). In light of these differences between automotive and aviation tasks, it is unlikely
that automotive HUDs will replace the external driving scene as the primary information source.

Visual clutter intolerance: Because of the high priority given to direct visual information
acquisition, drivers typically prefer to locate HUD symbology outside of central vision (Inuzuka,
Osumi and Shinkai, 1991; Sojourner and Antin, 1990; Okabayashi, Sakata, Fukano, Daidoji,
Hashimoto and Ishikawa, 1989; Weihrauch, Meloeny and Goesch, 1989). In fact, the results
of the Inuzuka et al. (1991) study suggest that any symbology placed within a 5 degree radius
of the fovea would be “annoying” to drivers. It is possible that these preferences can be
attributed to the fact that the HUDs used in these studies displayed speed information.
Therefore, the preference for locating symbology in peripheral vision may be due to the lower
priority given to speed monitoring. To date, there are no studies that rate the tolerance of
drivers for other types of symbology that present high priority information.

One type of symbology that drivers might be more tolerant of is conformal symbology.
Conformal symbology simulates the visual transformations of external objects to give observers
the perception that the symbology is actually part of the external scene. Although this type of
symbology is common among HUDS used by pilots, on-going research is investigating
automotive applications of conformal symbology. For example, vision enhancement systems
(VES) would help drivers locate external targets when driving at night using symbology that
overlays the actual external target. Conformal symbology has been shown to minimize
detrimental effects of visual clutter and cognitive workload typical of non-conformal symbology
(Naish, 1964; McCann and Foyle, 1994). Even though there are no studies that compare the
preferences of drivers for conformal versus non-conformal symbology location, a strong
recommendation from previous research is that non-conformal symbology should not be
displayed head-up. Any benefit attributable to the display of information head-up is either non-
existent or reversed (i.e., HUD worse than HDD) when displaying non-conformal symbology.

An approach that would maximize the overall HUD advantage is to display both
conformal and non-conformal symbology using two HUDs:  a lower HUD placed below central
vision for the display of non-conformal and conformal symbology and an upper HUD
superimposed on the forward field of view for the display of conformal symbology only. This
display, termed the DUET display, was proposed by Weintraub and Ensing (1992, pp. 150-154)
to (1) solve the problem of visual clutter and the negative consequences this can have and (2)
maximize the benefits of HUDs, particularly the unique advantages of conformal symbology.
Two HUDs  are required since the typical HUD field-of-view is less than 5 degrees vertically and
7 degrees horizontally.

Age differences: Demographics show that the average age of the driving population is
increasing. In an attempt to take a proactive role in the design of future information displays,
human factors researchers  typically incorporate age as an independent variable in HUD studies.
The “design driver” for automotive HUDs must incorporate the oculomotor, perceptual and
cognitive limitations of older drivers. In contrast, HUD studies using pilots typically do not
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include age as an independent variable in their analyses. This is one area where automotive
HUD designers may be faced with new and more demanding challenges that cannot be
anticipated from previous experience with HUD use within aviation settings.

Workload and task differences: Typically, pilot workload is heaviest during takeoff and
landing. During these relatively brief periods, the demands on pilots are higher than during the
most demanding driving conditions. For military aviators, task demands can be dangerously
high. For example, landing a fighter jet on a carrier deck has been described by pilots as a
controlled crash. Military pilots are also susceptible to spatial disorientation (SDO) and are
exposed to high G-forces. HUDs may play a role in SDO since there have been some reports
that HUDs impair a pilot’s ability to cope with SDO (Biberman and Alluisi, 1992). The
implication for automotive HUD use is that high task demands may contribute to
misinterpretation of HUD information.

If automotive HUDs ever approach the level of information content that currently exists
on aviator’s HUDs, acceptance among drivers is expected to be low. There are at least two
reasons for this: (1) acquiring information directly from external stimuli will always be primary
for drivers and (2) drivers are not accustomed to acquiring and processing information from
external as well as in-vehicle displays without making head/eye movements. Pilots are trained
to fly by instruments alone (instrument flight rule or IFR) under low visibility conditions. Given
the high demands for direct visual information processing, it is difficult to imagine safe driving
using instruments only (even with significant advances in technology). If it is assumed that the
external visual scene will always be the primary information source, secondary information
sources must enhance the driver’s ability to extract information from external sources.

Standardization and training issues: Another potential limitation to the widespread
acceptance and safety of automotive HUDs is the extent to which training is required to use
HUDs. This is currently a low-priority issue since automotive HUDs are still under
development. However, one lesson learned from the use of HUDs among aviators is that
training and standardization issues need to be addressed prior to widespread implementation.
This is particularly important when familiarity with one HUD does not transfer to the use of
other HUDs;  for example, when using an unfamiliar HUD in a rental car. Older drivers may
find it particularly difficult adapting to this situation. To some extent, problems with transfer
of training can be minimized by (1) incorporating the capabilities and limitations of drivers into
the design of the HUD and (2) standardization of symbology and hardware. An example of how
proper de-sign of HUD symbology impacts training was demonstrated by Naish (1964). In this
study, pilots receiving no training in the use of conformal symbology performed as well as pilots
receiving training (Naish, 1964). Training will be required for combiner adjustments, contrast
adjustment’ and other physical adjustment procedures. As various HUDs reach final
development stages, HUD evaluation criteria should include training time based on objective
performance measures.

1 Most HUDs  have a manual  brightness  control.  However,  some HUDs  have an automatic  brightness control
that is based  on illumination  on the dashboard.  Even  in HUDs  with automatic  adjustments,  there is a manual adjustment to
fine-tune the brightness (i.e., contrast).
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Expected Performance Advantages of Automotive HUDs

The following benefits of HUDs are the most commonly-stated advantages of automotive
HUDs which underlie predicted performance gains for various dependent measures. In later
sections these advantages will be discussed in more detail. Also, the following discussion of the
benefits to older drivers presumes that automotive HUDs are designed to incorporate their needs
with respect to virtual image distances, minimal visual clutter, minimal distraction, luminance
contrast, ease of use and display location.

Increased eyes-on-the-road time: Intuitively, the more time a driver spends looking at
the road the less likely he or she is to miss time-critical events. Studies attempting to quantify
this advantage (HDD vs. HUD response times) have demonstrated more efficient processing.
Specifically, the HUD advantage ranges from .25 to 1 second. Although this may not seem like
a significant advantage, this represents 22 to 88 feet more stopping distance, respectively, in
an emergency situation (traveling 60 mph). Unfortunately, it is likely that HUDs may not always
improve the safety of driving. Research suggests that the HUD advantage may only manifest
itself under limited circumstances such as low workload (Larish and Wickens, 1991), simple
HUD displays (Okabayashi, Sakata and Hatada, 1991) and under moderate ambient light levels
(Weintraub and Ensing, 1992).

Shortcomings of previous studies include, first, test situations in which scanning behavior
is constrained by the experimental protocol. In other words, subjects initiate a scan after being
prompted. Kiefer (1991) assessed scanning behavior under naturalistic conditions. In this study,
he measured the time that drivers spent in speedometer scanning cycles (SSC) which included:
(1) scanning from roadway to speedometer, (2) speedometer fixation time and (3) scanning from
speedometer to roadway. Three dependent measures were reported: (1) mean time in SSC, (2)
glance frequency per minute and (3) total time in SSC. Although total time in SSC was higher
for the HUD in session 1, successive sessions were no different head-up or head-down. This
was attributed to a novelty effect of the HUD speedometer. An alternative explanation that
cannot be ruled out is that drivers may have been involuntarily distracted by the head-up
speedometer. The only consistent advantage of the head-up speedometer across 4 sessions was
in terms of mean time per glance; overall, drivers spent 144 milliseconds less time in SSCs
viewing the HUD speedometer. Similar conclusions were reached in a more recent study by
Sprenger (1993). The results of this study also showed more frequent sampling of the HUD
(143 glances to the HUD versus 88 to the in-dash speedometer) and shorter periods of fixation
on the HUD (median fixation time for HUD was 619 msec vs. 711 msec HDD). Unfortunately,
the Sprenger study confounded display format and location. In the Sprenger study, the HDD
used a conventional analog display whereas the HUD used digital format. Kiefer and Angel1
(1993) recently compared these two formats for HDD display locations and found the analog
format to be superior in terms of minimizing eyes-off-road time (obtained by multiplying mean
eyes-off-road time per glance by the glances per minute). Thus, it may be the case that the
HUD advantage found by Sprenger is actually attenuated via the use of digital speed information.
Finally, a limitation of both the Kiefer and Sprenger studies is that they were conducted under
low workload conditions. Under high workload conditions, it is likely that the frequency of
glances to both displays would be reduced and that the difference between the displays in terms
of glance frequency would also be reduced. This suggests that the “novelty” effect may be an
artifact of the low demand situation.
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Evidence that HUDs reduce the number of head/eye movements under high workload
conditions was reported by Haines, Fischer and Price (1980). Using a flight simulator, they
demonstrated that pilots make fewer transitions between the external scene and cockpit displays
when using HUDs. This is contrary to the findings of Kiefer (1991). However, the results are
not directly comparable because of (1) differences in workload and (2) task differences (namely,
pilots are trained to fly IFR or VFR). To date, there are no studies of driver eye scanning
behavior under high workload conditions. Assuming that the results do generalize to driving
tasks, there are some implications of these findings for HUD use. First, if head/eye movements
are lower under high task demand conditions, HUDs may have some benefit for alleviating
fatigue. Secondly, fewer external targets would be missed. Unfortunately, research suggests
that unexpected targets are more likely to be missed when using HUDs. This effect has been
termed cognitive capture, and will be discussed below.

Reduced reaccommodation demands: The benefits here include time to reaccommodate
and the amount of accommodation. Since the virtual image is typically located further away than
head-down instrument panels (HDIPs),  less accommodation is required when switching from
external viewing to HUD viewing. Reducing accommodative demands has clear advantages for
older drivers due the progressive loss of accommodative range with age. For example, by about
age 60 the average amplitude of accommodation is 1 dioptcr. Thus, for the average 60-year-old,
viewing the instrument panel (about .75 meter or 1.33 diopters) may require them to look
through the near correction (or lower part) in their eyeglasses.

Reducing the accommodation demands should also increase the HUD advantage by
reducing reaccommodation time. For younger subjects (mean age 21.9 years), the savings in
reaccommodation time is not pronounced because subjects can make responses prior to
completing the accommodative response (Weintraub, Haines and Randle, 1984; 1985). Older
observers were not tested in this experiment. However, other researchers have shown that
virtual image distances nearer than 2.5 m increase the recognition times of older (50 to 70 years)
drivers (Inuzuka, Osumi, Shinkai, 1991). This effect is attributed to diminished accommodative
range of older subjects.

The lack of a significant reaccommodation time-saved in the Weintraub et al. studies may
be attributable to the depth-of-focus (DOF) in the experiment. The DOF is the range of focus
errors over which performance is unaffected. DOF is dependent on pupil size (large pupil size
produces low DOF) and the blur criterion (i.e., when does target appear “blurred”). DOF was
not assessed in the Weintraub study. However, the target luminances (1 cd/m2 for the runway
scene and 2.6 cd/m2 for the HUD symbology) suggest that DOF would have been low (less than
.125 D) due to the large pupil size (roughly 6 mm; maximum pupil size is about 8 mm).
However, DOF is also dependent on the target used in determining whether a target is
“blurred"; namely, large, coarse targets (low spatial frequencies) are less affected by defocus
than small targets (high spatial frequencies). It is estimated that the critical features in the
symbology used by Weintraub et al. subtended about 7.5 minutes of arc (or 4 cycles/degree)
which is well above a critical gap for 20/20 resolution (Le., 1 minute of arc). Based on data
from Westheimer and McKee (1980), it is believed that the targets were at or slightly above
threshold in the 1% diopter condition before reaccommodation was initiated. In short, the lack
of a significant reaccommodation time-saved with HUDs in the Weintraub et al. (1985) study
may be attributable to the high DOF for the targets used. If these target sizes (and contrasts)
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are representative of targets in actual automotive HUDs, then these results can be generalized
to automotive HUDs. If not, further research is needed to assess reaccommodation time-saved
under conditions representative of driving (particularly night driving) while using an automotive
HUD.

Considerations for older drivers: All benefits expected from HUDs (i.e., reduced
rcaccommodation, fewer eye/head movements, increased eyes-on-the-road time) are expected
to be higher for older drivers. However, possible disadvantages of HUDs (such as cognitive
capture and visual clutter) are expected to be more problematic for older drivers. The
implication is that older subjects should be routinely used in HUD research as they represent a
much larger range of visual and cognitive abilities. To obtain widespread acceptance,
automotive HUDs should incorporate the limitations of older drivers.

There has been surprisingly little research into aging effects with HUDs. The research
to date suggests that while there are no clear benefits to older drivers, they do not perform more
poorly with HUDs. Kiefer (1990) found no interaction of location (HDD vs. HUD) by age on
speedometer scanning or average speed. This lack of an interaction suggests that there is a HUD
advantage for the older subjects as well as the younger subjects but that it is not more
pronounced for either age group. Using a driving simulator, Marin-Lamellet, Dejeammes and
Kerihuel (1994) found significant main effects of age. For both HUD and forward screen
presentation, older subjects were slower in reacting to displayed turn arrows and stop signs and
they took longer to complete the trial runs. In agreement with Kiefer, the interaction of age with
method of display was not statistically significant on any dependent measure. The authors point
out that the workload was low in this experiment which would not be expected to generalize to
more complex driving tasks. This would also apply to the Kiefer study as subjects drove along
a closed 6 mile loop through a park in Washington, Michigan. None of the studies included in
this review investigate the effects of HUDs on different age groups when confronted with
varying levels of workload.

With respect to cognitive issues, HUDs may be potentially more distracting to older
drivers which might lead to an increased propensity for cognitive capture. Research shows that
one of the best predictors of accident involvement is the ability to switch attention (Avolio,
Kroeck and Panek, 1985). Parasuraman and Nestor (1991) demonstrated that the ability to
switch attention is predictive of accident involvement among elderly drivers. Unfortunately,
most of the studies investigating cognitive/attentional issues with HUDs have not included older
subjects. This may be attributable to the fact that researchers investigating cognitive issues have
been primarily in the aviation community where age effects do not take precedence.

Although statistically significant HUD advantages have been repeatedly demonstrated,
the small HUD advantages that are typical may be of little operational significance. In fact, it
is difficult to reconcile the lack of large measured HUD advantages (and in some situations,
HUDs have no effect or can degrade performance) with the fact that HUDs are so widely
accepted among aviators. Many researchers believe that the primary advantage of HUDs, which
many dependent measures are insensitive to, is the design of the symbology (Weintraub and
Ensing, 1992). Research extends this contention to suggest that HUDs are only beneficial for
the display of conformal (or partially conformal) symbology. Specifically, non-conformal
symbology displayed head-up has been shown to degrade performance. In view of this finding,
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displaying head-up speed information would not be expected to enhance driver safety relative
to a head-down display because it is a nonconformal information source. Incidentally, head-up
speed information is provided on all automotive HUDs and is also the single most widely studied
HUD dependent (i.e., speed variability) and independent (i.e., digital speedometer display)
variable.

Current HUD Design Issues

The following discussion deals with design issues and technological limitations that
directly impact the overall utility of automotive HUDs. The first subtopic deals with a “lesson
learned” during the process of widespread deployment of aviator HUDs from which automotive ,
HUD designers can benefit.

Display variability: Cockpit display design/layout is perhaps one of the oldest problems
in human factors; namely, how to convey information to pilots that is consistent across aircraft.
Instrumentation advances are a continuous, on-going process which leads to differences in the
layout and type of displays for the same plane (Biberman and Alluisi, 1992). This leads to
variability even within an aircraft type which can, to some extent, be overcome by training.
However, routine training in the use of different automotive HUDs (e.g., driving a HUD-
equipped rental car) may not be feasible. Automotive HUDs are more likely to be widely
accepted if there is a high degree of consistency in the way information is conveyed to drivers.
This is due to at least 3 factors: 1) a wider range of skill levels among current driving
population, 2) potential for new types of information (i.e., non-redundant information display)
to be displayed on automotive HUDs with ITS/ATIS advances and 3) processing information
from HUDs may already add to a driver’s workload, even where practice on a specific HUD
is not required.

Design of display symbology: In the absence of demonstrated HUD advantages found by
some researchers, it has been asserted that the primary advantage of HUDs is the effective
design of the HUD symbology. Even so, there are some aspects of HUD symbology that need
improving. For example, one complaint among pilots who use HUDs is that the symbology
provides ambiguous information about altitude. In fact, some fatal accidents and near misses
have been attributed to the fact that the altitude information on HUDs does not tell the pilot, at
a glance, whether he is upright or inverted (Biberman and Alluisi, 1992, p. S-l, A-7). The
implication for automotive HUD designers is that carefully designed symbology in itself can
determine HUD acceptance among drivers.

As noted earlier, there are data to support the idea that conformal symbology enhances
performance with HUDs. Conformal symbology elements overlay and move with outside world
elements that they represent. An example of this is a virtual runway displayed via the HUD that
moves with the real runway as the plane moves. Although conformal symbology may not be
applicable to automotive HUDs (primarily because the virtual image will not be collimated in
automotive HUDs), the research suggests that the advantage of HUDs can be maximized by
careful design of the symbology. In fact, many researchers believe that the symbology design
on HUDs  is one of the main reasons for the widespread acceptance of HUDs among pilots. This
was stated succinctly in a paper by Long and Wickens (1994) ".. .when non-conformal
symbology is used, the costs of increased scanning head-down are balanced by the benefits of
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reduced clutter.. . ” These kinds of tradeoffs can be addressed in the current project for
automotive HUD applications.

Field-of-view  limitations: The typical field-of-view (FOV) of an automotive HUD is only
5 by 5 degrees (see Appendix B for details). This clearly limits the utility of conformal
symbology since the external scene onto which the symbology is overlayed must be contained
within this small angular window. Furthermore, the small FOV limits the maximum amount of
information that can be displayed at one time before visual clutter degrades visibility of external
targets. One possible solution to the limited FOV problem was proposed by Swift and Freeman
(1986). In their design, multiple displays are placed side-by-side (each with 5 by 5 degree FOV)
to increase the horizontal field of view. This display, termed the Instrument Head Level Infinity
Display (or IHLID), presents collimated imagery to the driver that is not superimposed on the
forward driving scene. Instead, the virtual images are seen just above the dashboard. Thus, the
driver still enjoys the benefit of increased eyes-on-the-road time and reduced reaccommodation
time while eliminating visual clutter and contrast interference. One potential drawback of this
approach is system cost. Although the cost will inevitably be higher than a single HUD system
with a 5 by 5 degree FOV, it may be the most feasible way to increase the horizontal FOV of
HUDs.

Display luminance contrast: One limitation of most HUDs is that they cannot meet the
maximum luminance contrast requirements for viewing during bright daylight conditions.
Weintraub and Ensing (1992) give an example of viewing symbology against sunlit snow which
is roughly 34,000 cd/m2 (10,000 ftL). To obtain a maximum recommended contrast ratio of
1.5: 1 against a background of 34,000 cd/m2, the luminance of the HUD symbology would have
to be 17,000 cd/m2 (or about 170,000 cd/m2 at the source assuming a typical 10% reflectance
by the combiner). Current technology cannot meet this maximum requirement even with stroke
symbology which is brighter than raster symbology. Even if such a display could be produced,
the heat given off by the source could melt the HUD and surrounding components.

There are a number of possible solutions to the luminance contrast limitation with high
background luminances.& Lloyd and Reinhart (1993) report that a minimum contrast requirement
of 1.15: 1 can be used for tasks involving familiar high-contrast scenes (for example, a familiar
road) which is in agreement with previous recommendations (see Weintraub and Ensing, 1992,
p. 29). Another possible solution is to use a combiner with a higher reflectance. Although this
results in a lower transmittance of the forward driving scene, this loss is more likely to be
tolerated if placed outside of the critical viewing area (5 to 10 degrees below driver’s line of
sight; see Inuzuka et al., 1991 for details).

It has not been demonstrated whether 3 4 , 0 0 0  cd/m2 should be considered a reasonable
worst-case for driving. If the HUD symbology is placed low in the visual field (perhaps
superimposed on the road surface), anecdotal evidence suggests that the background luminance
will rarely approach 34,000 cd/m2. At any rate, the average maximum display luminance of
existing automotive HUDs (from Appendix B) is 2842 cd/m2 . Based on this and a minimum
luminance contrast of 1.15, the typical maximum background luminance that HUDs can be
viewed against based on currently available automotive HUDs is 18,947 cd/m2 (or 56% of the
maximum proposed by Weintraub and Ensing above).
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The maximum and minimum HUD luminance lines are estimates for the GM Hughes DataVision
HUD. The dynamic range is determined by the ambient light levels corresponding to the
endpoints of the optimal contrast line. In Figure 1, the dynamic operating range of the HUD
is slightly larger than 4 orders of magnitude. This is somewhat less than the desired range of
background luminances  upon which the driver might view HUD symbology (roughly 6 orders
of magnitude).

Operator Performance Issues

Visual and cognitive limitations of drivers need to be incorporated into the design of
automotive HUDs. The specific topic areas that follow discuss critical human performance
factors that have direct implications for HUD design specifications. In most instances,
researchers assess the advantage of a particular HUD design using performance with a HDD as
baseline. This is a valid approach; however, there may be limits to the generalizability of the
research findings when HDD and HUD display parameters are not controlled. For example,
the following variables represent typical differences between HUDs and HDDs:

- Display format: Most automotive HUDs use a digital speedometer whereas HDDs can
be either digital or analog. Direct comparisons of HUDs using digital symbology versus
HDDs using analog symbology is not valid due to the well-established performance
differences between these two display formats.

- Displav contrast/luminance: The contrast of HDDs is fixed whereas the contrast of
HUDs is variable and depends on background and display luminance

- Image distance: The viewing distance of HDDs is typically 30 inches (instrument panel
distance) whereas HUD virtual image distances range from 1.5 to 6 meters

- Angular size: The angular size of the characters must be equated. Otherwise,
differences in angular size alone can produce pronounced differences in RT, threshold
contrast and other performance measures.

These are a few of the display control variables that should be considered in evaluating the
generalizability of a particular research finding. In any event, the following topic areas are
critical parameters in assessing HUD efficacy.

Contrast interference and visual clutter: Superimposing symbology on the forward
driving scene theoretically will tend to mask external objects via contrast interference. This
should become more of a problem as more contour (which correlates with the display of more
information) is added to the HUD and when the contrast of the HUD symbology is higher than
the contrast of the external targets. Okabayashi, Sakata and Hatada (1991) measured the effect
of visual clutter and HUD contrast on the identification of Snellen E figures. They manipulated
clutter by varying the percent of pixels that were turned on in a simulated HUD (fill factor).
The location of pixels that were on was determined randomly. Thus, a HUD display with a fill
factor of 50% represents a worst-case for visual clutter. With a HUD luminance contrast set
at 1.3, percent correct recognition dropped from 80 % correct at 0% fill factor to 70% correct
recognition at 50% fill factor. When HUD contrast was increased to 3.0, percent correct
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recognition at 50% fill factor dropped to 10%. This finding is noteworthy because the nighttime
recommended HUD contrast is 4.0 (Weintraub  and Ensing, 1992; Rogers, Spiker and Cicinelli,
1986). This represents a potential exception to this recommendation. If fill factor approaches
50% (even for localized areas of the display) and HUD contrast is set to 4.0, there may be a
large potential for masking of external targets. This is especially true for low contrast targets
typically encountered during nighttime driving. This issue is only important for low ambient
light levels since contrasts of 4.0 cannot be obtained with existing HUDs at high ambient light
levels. Furthermore, the visual clutter issue applies only when symbology is superimposed on
the forward scene; as discussed below, symbology superimposition is not always used in some
alternative HUD designs and interfaces.

Okabayashi et al. (1991) also assessed the effects of relative motion between the HUD
symbology and external targets. The experiment was designed to simulate the effect of relative
motion between HUDs and the external driving scene when negotiating turns. Depending on
where the driver is fixating, this relative motion can degrade retinal image contrast of either the
HUD symbology (i.e., driver fixates external scene) or the driving scene (i.e., driver fixates
HUD). In the experiment, subjects were instructed to fixate the Snellen E targets. This would
tend to reduce the retinal image contrast of the HUD and thus reduce the negative impact of
visual clutter. In the worst-case condition for visual clutter mentioned previously (50% fill
factor and luminance contrast of 3.0), percent recognition increased from 10% correct
recognition to an asymptote of 50% correct recognition. This should be compared to baseline
performance in which percent correct recognition was 80%. Thus, although relative motion will
tend to reduce the negative effect of visual clutter when fixating the external driving scene,
clutter will still degrade visual recognition performance when the HUD contrast is high. It
should therefore also be of interest to investigate the effects of cognitive capture under conditions
of relative motion. This could be used to obtain an objective measure of what observers are
attending to (via eye movement behavior) as well as a stronger hypothesized cognitive capture
effect when there is relative motion between external scenes and HUDs.

The visual clutter manipulation in the Okabayashi et al. (1991) study limits the extent to
which the results can be applied to performance with HUDs. The clutter manipulation involved
turning on a certain percent of the pixels in the simulated HUD. However, because recognizable
characters or icons were not displayed, this precluded the researchers from measuring
performance for information displayed on the HUD (e.g., percent correct identification of a
vehicle status indicator). Also, it may have been an artificially demanding task since the subjects
in the study could not segment the HUD display into meaningful units. This is important since
information in the external environment can interfere with information acquisition from the HUD
and vice versa. Regardless of these shortcomings, the fill factor may be a useful means of
objectively quantifying visual clutter in displays as well as external road scenes.

The authors are not aware of any study of the effects of visually cluttered HUDs on
information acquisition from the HUD. However, Kurokawa and Wierwille (1991) assessed the
effect of visual clutter on a simulated instrument panel task. To some extent, the results of this
experiment are believed to generalize to any in-vehicle display. Information acquisition from an
in-vehicle display was assessed using a simulated instrument panel task. Kurokawa and Wierwille
(1991) assessed the effects of display clutter by manipulating the number of cells in the panel
(i.e., temperature, radio, navigation and cassette), the number of buttons within each cell (1, 2x2
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or 3x3) and abbreviated vs. unabbreviated messages, This panel was mounted in a simulator
dashboard. The dependent measures were hands-off-wheel time, number and average length of
glances to the instrument panel and total completion time. As predicted, as the number of
control buttons and cells increased, responses were slower on all dependent measures. The
largest increases were observed for the additional control buttons (termed microclutter). The
mean number of glances to the instrument panel increased from about 1.2 for the single control
button conditions to 2.6 for the 3x3 matrix of buttons. The average length of glances increased
from about .75 seconds with 1 control button to 1.1 seconds with 3x3 control buttons.

The implication of the Kurokawa and Wierwille results for HUD use is that as the
number of information elements increases, drivers may spend more time acquiring the
information from the display. The unresolved question related to this research finding is
whether performance is worse head-up than head-down with visual clutter. Neither of the two
studies investigating visual clutter effects used both HUD and HDD conditions. Although visual
clutter can certainly produce contrast interference which leads to missed targets, missed targets
can also result from spending more time using the in-vehicle display, either head-up or head-
down. In other words, even though a cluttered display would be expected to increase the time
attending to and/or glancing at the in-vehicle display, this is expected to be more deleterious for
the HDD because the external targets are further away from the fovea and thus less visible.
Alternatively, if the clutter is within the forward scene and the primary task involves acquiring
information from an uncluttered in-vehicle display, there may be a HUD disadvantage due to
contrast interference from the forward scene. Without further research it is impossible to
determine how these effects tradeoff, namely, are the HUD benefits attributable to eyes-on-the-
road time so pronounced that the HUD advantage exists even in the presence of (1) cluttered
forward scenes, (2) cluttered in-vehicle displays and (3) a combination of both types of clutter.

Once these tradeoffs are assessed, the results can then be used to determine performance-
based safety criteria. As an example, Zwahlen, Adams and DeBald (1988) developed a guideline
for determining what displays are unsafe based on the probability of lane exceedance
measurements. The results for the Kurokawa and Wierwille study would be considered
acceptable based on these guidelines. However, these guidelines may not take into account that
drivers can orient with their peripheral vision. What the visual system is not good at in the
periphery is detecting and recognizing spatially localized targets.

Although the approach used by Zwahlen et al. (1988) is valid and useful, it seems that
the safety criteria for HUDs need to be based on the time to detect, recognize and respond to
external targets. For example, when plotting average glance duration on the y-axis and total
number of looks to acquire information on the x-axis (as in Zwahlen et al., 1988),
acceptable/unacceptable criteria could be based on probability of detection of external targets.
However, a more stringent criterion would be the probability that the driver would respond in
time to avoid a pre-defined imminent collision scenario; namely, an external target comes into
view during the time that the driver is acquiring information from the HUD. Aside from the
safety implications, this performance-based safety analysis could also be used to quantify the
HUD advantage relative to HDDs on several dimensions within a single graph.
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One unique approach to eliminating visual clutter is to take advantage of parallel
processing on auditory channels. As an alternative to collision avoidance systems based on visual
presentation, it may be possible to take advantage of auditory spatial localization (Sorkin,
Wightman, Kistler and Elvers, 1989). More recently, Begault (1993) demonstrated that visual
search time can be significantly reduced (2.2 second faster search time) with the aid of a 3-
dimensional auditory cue, when compared to a search with a monaural warning.

Virtual image distance: Surprisingly little research has addressed the issue of an
appropriate virtual image distance. Although most studies compare performance for at least two
different distances (HUD vs. HDD), many of the studies do not use actual HUDs in their
experiments. Instead, many researchers use “simulated HUDs” in which the HUD symbology
is digitally (as opposed to optically) superimposed on the graphics image for the forward scene.
Simulated HUDs control for accommodation effects when addressing issues such as attentional
tunnelling, cognitive switching and other more central limitations to information processing. The
choice of virtual image distance for automotive HUDs is a critical design issue because: (1)
normal reductions in accommodative range with age will limit the range of virtual image
distances that older drivers can use efficiently and (2) the driver population is aging.

Two studies (Inuzuka, Osumi and Shinkai, 1991; Kato, Ito, Shima, Imaizumi and
Shibata, 1992) assessed age effects on recognition time at virtual image distances from 1 to 5
meters. Although recognition times were always higher for older drivers, recognition times
began to increase at virtual image distances closer than 2.5 m. Virtual image distances greater
than 2.5 meters appeared to meet the needs of older drivers. Although not measured, this effect
is attributed to the increased latency to make accommodative adjustments.

Almost all of the HUDs designed for automotive use are not collimated (see Appendix
B). Unfortunately, the rationale for this is unknown. If it is true, as Weintraub and Ensing
(1992) suggest, that automotive HUDs will always be used as a secondary information source,
then HUD symbology should not be centered in the driver’s forward field of view.
Consequently, the HUD symbology should appear at a virtual image distance corresponding
roughly to the distance to the background upon which it is superimposed (roughly 2 m). In
other words, it is possible that the design virtual image distance is restricted by the choice of
spatial location (azimuth and elevation) of the image. Thus, the rationale behind the choice of
virtual image distance may be determined by the rationale behind the choice of spatial location
of the HUD imagery.

The rationale behind the choice for image location will be discussed in more detail later.
One factor that determines image location is driver preference. The placement of HUD
symbology outside of central vision is preferred by most drivers (Inuzuka, Osumi and Shinkai,
1991; Weihrauch, Meloeny and Goesch, 1989). Although peripherally-located HUD symbology
is acceptable for display of certain types of information (such as speed, gas gauge or vehicle
indicator icons), it is not the optimal location for the display of conformal symbology. The
benefits of conformal symbology (discussed in detail below) are maximized when: (1) the
imagery is collimated (Weintraub and Ensing, 1992) and (2) the symbology is perceived as a
single field of visual information (Naish, 1964). Contrary to studies demonstrating conformal
symbology enhances operator performance (Long and Wickens, 1994), two studies investigating
automotive applications of conformal symbology (specifically, vision enhancement systems or
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VES) reported either no change or poorer performance. Bossi, Ward and Parkes (1994) showed
that detection of peripheral targets was poorer in the presence of a simulated VES. The
detection was particularly disrupted at eccentricities closer to the VES. Ward, Stapleton and
Parkes (1994) also found no benefits of VES on (1) RT to detect a pedestrian, (2) mental
workload or (3) speed variability. These results support an explanation based on attentional
tunneling in which the focus of attention is reduced (Ward & Parkes, 1994).

The research findings to-date do not support the notion that the forward line of sight is
the optimal location for HUD imagery. This is based on preference data as well as visual
performance with wnformal symbology. ‘Assuming these results to be veridical, this constrains
the virtual image distance. Until further results support the location of HUD imagery in the
forward line of sight as optimal, automotive HUDs should not be collimated. Instead, virtual
image distances should be located closer than optical infinity (i.e., less than 6 m). Combining
this with the findings from accommodation research, virtual image distances of automotive
HUDs should be in the range of 2.5 to 4 meters. This range of distances is expected to meet
the needs of all drivers, particularly older drivers.

Misaccommodation/misconvergence  effects: The “Mandelbaum effect” occurs when
trying to view distant objects through nearer objects or surfaces. When interposed surfaces are
located at different distances, the surface located closer to the observer’s resting focus tends to
dominate the accommodative response (Owens, 1979). The implication is that the edges of the
HUD combiner will tend to draw accommodation (termed “convergence-accommodation traps“
by Weintraub and Ensing, 1992, p. 98). This, in turn, would reduce resolution for both HUD
imagery (since the virtual image is in focus beyond the distance of the combiner) and the
external scene. Combiner edges can be eliminated by using the windshield as the combiner.
Even in the absence of combiner edges, however, the potential for automotive HUDs to “trap”
accommodation may exist because the virtual image distances are typically closer to the mean
resting position of accommodation (or 1.5 diopters which corresponds to 67 cm) measured by
Leibowitz and Owens (1975). The authors are unaware of any research that demonstrates the
extent to which the Mandelbaum effect is a factor when resolving HUD symbology.

Another effect that misaccommodation and misconvergence can have is on size
perception. Size constancy is the ability to perceive objects as being the same size even though
retinal image size changes dramatically with distance. Size constancy is maintained by the visual
system using various depth cues, including cues derived from accommodation and vergence
responses. If these cues are disrupted, size constancy is not maintained. This, in turn, would
have negative consequences for speed and distance perception while driving. Roscoe (1982;
1987) and others have asserted that HUDs produce misaccommodation which in turn leads to
misperceptions of size (the ‘misaccommodation hypothesis’). Specifically, it is believed that
HUDs induce a positive misaccommodation (i.e., observer focused to a distance nearer than
optical infinity) which shrinks the apparent size of objects. Benel (1980) demonstrated that
increases in accommodation (focus nearer) due to an interposed mesh screen were associated
with decreases in perceived size (r = -.76). The implication is that if HUDs induce positive
misaccommodation then size constancy will be disrupted. What is at issue here is the extent to
which HUDs induce misaccommodation. Using an actual refractive HUD from a military
aircraft (A-4) and an objective measure of accommodation, Sheehy and Gish (1991) were unable
to demonstrate any misaccommodation attributable to viewing HUD symbology. Even if HUDs
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do induce some misaccommodation, it is generally believed that any disruption of size constancy
that results from this misaccommodation is negligible (Weintraub, 1987; Weintraub and Ensing,
1992; Biberman and Alluisi, 1992).

Size perception is also affected by vergence responses. It has been hypothesized that the
edges of the combiner can cause misconvergence (or proximal vergence) as well as
misaccommodation (Weintraub and Ensing, 1992). To demonstrate the extent to which
accommodation-induced convergence affects size constancy, Jones and Good (1986) measured
relative size changes after partially paralyzing accommodation of one eye (i.e., cycloplegia)
using a drug called mydriacyl. Since only one eye was cyclopleged, a measure of relative size
change was obtained by comparing the perceived size of a target (two dot separation) between
the cyclopleged and non-cyclopleged eye. Accommodative convergence (i.e., accommodation-
induced convergence in the absence of binocular disparity cues) was measured as well as relative
size changes over time. As predicted, the perceived relative size decreased in the cyclopleged
eye. This was accompanied by an increase in convergence induced by increased effort to
accommodate the target. The important implication for viewing HUDs is that accommodative
convergence only accounted for about 10% of the change required to completely account for size
constancy. In short, if HUDs cause misconvergence and/or misaccommodation, the effects on
size perception will be minimal even under worst case conditions; namely, under degraded
stimulus conditions (low contrast, low ambient light level) or under extreme oculomotor fatigue.

Binocular misalignment: Binocular misalignment can negatively impact drivers in a
number of ways. This occurs when a single object in the HUD image cannot be lined up on the
retina with appropriate fixation due to distortions in the image. Although horizontal disparities
up to 1 milliradian (or 3.4 minutes of arc) can be tolerated by the visual system, vertical
disparities of this magnitude produce visual discomfort and diplopia (Gibson, 1980). This is
because the visual system cannot make vertical vergence eye movements to fuse vertical
disparities. Other visual affects that can result from binocular misalignment include
visual/oculomotor  fatigue, binocular rivalry (see Glossary) and headaches. There are also large
individual differences in the tolerance for binocular disparities.

Certain HUD designs are more susceptible to binocular misalignment problems. Iino,
Otsuka and Suzuki (1988) discuss the design of a HUD that uses the windshield as the combiner.
Although this approach has the advantage of maximizing transmittance of the forward driving
scene, one significant disadvantage is that it can introduce vertical and horizontal disparities due
to the curvature of the windshield. Iino et al. (1988) designed a special prism to correct for
disparities. To implement this design in other vehicles, the prism would have to be specially
designed for each type of windshield. Even for the same vehicle, the prism would need to be
modified (or at least mounted in the HUD differently) for cars manufactured with left-mounted
steering wheels.

Luminance contrast requirements: Backgrounds for automotive HUDs are very dynamic
which increases the probability that contrast interference will occur. Superimposing HUD
imagery on the hood tends to reduce these effects. However, Inuzuka et al. (1991) point out that
even the hood is a dynamic background. They observed problems viewing HUD imagery
against different hood colors and in the presence of reflections off of the hood (especially when
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the hood was wet). Also, some cars have hood lines that are very low in the visual field (i.e.,
lower than 10 degrees). Thus, the background of HUD imagery in these vehicles is likely to
be the road surface. In any event, the luminance contrast requirements of HUDs is complicated
by the fact that there is a large range of backgrounds onto which HUD symbology will be
superimposed.

Rogers, Spiker and Cicinelli (1986) assessed contrast requirements for a range of ambient
light levels using two different legibility criteria: threshold legibility (just detectable gap in
Landolt Cs) and comfort legibility (clearly detectable gap). At a background luminance of 13.7
cd/m2 (4 ftL), neither measure of legibility revealed a significant difference when comparing 4: 1
and 8:l contrast ratios. At the moderate ambient light levels (96 to 418 cd/m2), asymptotic
performance was reached at a contrast of around 1.2 to 1.5. It was also noted that stroke
symbology was highly superior to raster-scan symbols (no explanation for this effect was given).
The authors conclude that lower luminance contrasts (1.5: 1 at 96 cd/m2 background luminance
versus 4: 1 at 13.7 cd/m2 background luminance) produce asymptotic legibility performance as
background luminance increases. Study 3 of this report investigated the effect of adaptation
mismatch. This is analogous to what would happen at night while trying to view HUD
symbology against oncoming headlights. The conclusion from Study 3 is that if the display and
adapting luminances do not differ by more than a factor of 100 (2 orders of magnitude) then
recovery is almost immediate.

HUD contrast and cognitive capture: There are no studies that have assessed the
relationship between the contrast of HUD symbology and the potential for cognitive capture.
However, there are studies of visual warning signals that may have implications for cognitive
capture. In general, a visual warning signal is effective if it has the following attributes (from
Guidelines in the Engineering Data Compendium, 1988):

1) At least 2 times brighter than surrounding signals.
2) Less than 15 degrees eccentricity for high-priority signals.
3) Must subtend at least 1 degree of visual angle.
4) Flashing against a steady background.
5) High-priority signals should be colored red.

It is clear that the guidelines described above were intended for display panels in which
the “signals” are other indicators. It is not clear how to relate this recommendation to HUDs
since salience of warning signals must be defined relative to external as well as HUD signals.
Thus, there are two contrasts that influence the salience of warning signals: (1) Warning signal
brightness relative to other HUD symbology and (2) Warning signal brightness relative to
external road scene. Although HUD-to-road contrast should be high (roughly 3: 1) for warning
signals, it is not desirable to use high contrast for lower priority symbology. One
recommendation might be to use the range of acceptable contrasts at a particular ambient light
level for different types of symbology.

The guidelines also recommend that high-priority alerting signals be coupled with an
auditory warning signal. This may be particularly useful when HUDs are viewed against bright
backgrounds because it may be impossible to present a visual warning signal that is twice the
luminance of the background (i.e., a luminance contrast of 3: 1). For example, assuming a
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maximum HUD luminance of 5139 cd/m2 (this is the specification for the DataVision HUD),
then the maximum background luminance upon which a contrast of 3: 1 can be presented to an
observer is 2570 cd/m2.

Spatial location: Iino, Otsuka and Suzuki (1988) measured reading times for a
conventional HDIP and 3 HUD positions: centered in forward field of view, 10 degrees left and
20 degrees left. The other independent variable was vehicle speed. For vehicle speeds below
70 km/h, reading times did not vary among the 4 different displays. Above 70 km/h, two trends
appear noteworthy: (1) reading times were always slower for the HDIP and (2) the central HUD
reading times were always shorter and the difference was more pronounced at higher speeds.
There were no pronounced differences for the 10 versus 20 degree HUDs. They also measured
observations of the front HUD for an alert driver and a drowsy driver. For one 30-second
sample of external road scene vs. HUD observations, the drowsy driver spent twice as long (6.6
seconds) looking at the HUD compared to an alert driver (3.3 seconds). Although details about
their methodology were not specified, their findings support the notion that cognitive capture
due to HUDs is more likely for drowsy drivers.

Weihrauch, Meloeny and Goesch (1989) concluded that the optimal display location is
centered in the forward field of view and 8 degrees below the line of sight based on subjective
preference data only. To further assess the utility of HUDs, objective measures (steering
variability and obstacle detection) were used to compare HDD vs. HUD performance. There
was a 90 msec HUD advantage for obstacle detection and a 1.2 inch reduction in steering
variability when viewing the HUD (steering variability was 1.3 feet with the HUD and 1.4 feet
with HDD). Although statistically significant, these HUD advantages are of questionable
operational significance.

Similar to the Iino et al. (1988) study, Inzuka, Osumi and Shinkai (1991) assessed
optimal location using subjective ratings of 6 males. They determined the area within which
drivers assessed the HUD imagery as “annoying”. Based on these results they recommend that
HUD imagery be located between 6 to 10 degrees down and between 8 degrees left to 5 degrees
right. As a validation of this recommendation, in Study 5 they assess the HUD advantage
(located 8.5 degrees left, 6.5 degrees below and 2 m viewing distance) compared to a
conventional HDD (center, 18 degrees below and .8 m viewing distance). The subjects were
young (three aged 24-32 years) and middle-aged (three aged 48-59 years). The dependent
measure, recognition time, was the time to acquire digital speed information. There was roughly
a 100 msec HUD advantage for all conditions of vehicle speed (40, 70 and 100 km/h) for both
subject age groups. Age did not have a significant effect on recognition times for the limited
age range included in this study.

Isomura, Kamiya and Hamatani (1993) manipulated the peripheral location of a task.
They demonstrated that information processing among central and peripheral tasks is traded off.
At peripheral viewing angles of 10 to 40 degrees the central task degrades performance on the
peripheral task when: 1) the central task is more demanding and 2) the peripheral task is more
than about 30 degrees from the foveal task.

Fukano, Okabayashi and Sakata (1994) evaluated angles of depression for a HUD from
10 to 40 degrees down and two lateral positions, i.e., center of driver forward view and center
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of car (no angles were reported for lateral position). They used a dual-task paradigm in which
the primary task was a recognition task (detect and respond only to black 20 mrad diameter
circles and ignore 20 mrad x 20 mrad black squares) and the secondary task was a tracking task
(simulated radio tuning task). Data were obtained for only two subjects. Data at two HUD
locations were presented: 10 and 40 degrees below forward field of view. The results show
performance tradeoffs primarily when the HUD was located 40 degrees down. Specifically,
performance on the secondary radio-tracking task was degraded more when presented at the 40
degree down location. The primary task performance did not change significantly. Fukano et
al. are recommending HUDs  be located no further than 10 degrees from the fovea when looking
straight ahead.

Foyle, McCann, Sanford and Schwirzke (1993) varied the location of a graphic HUD
(i.e., HUD task generated graphically) in relation to a pictorial path following task which
simulated flying. Although the primary application of this study is to pilots, the results have
implications for automotive HUD locations. The graphic HUD information was displaced from
the forward line of sight by 0 degrees (roughly overlapping the path task), 8.14 degrees and
16.28 degrees (displacement was diagonally upward on the display). The dependent measures
were RMSE for altitude and path. The graphic HUD contained an altitude indicator. As
predicted, the presence of the graphic HUD altitude reduced RMSE for altitude at all locations
compared to absence of HUD. Interestingly, path performance was poorer when the graphic
HUD was at the lower (0 degree separation) position. The alternative explanation for this effect
based on masking was ruled out in a second experiment where irrelevant information (dynamic
digital compass or static 2 digit display) presented in the same location produced no RMSE path
increase. The findings were attributed to attentional tunneling which is a failure to switch
attention between separate objects. Regardless of the underlying mechanism(s), the results do
demonstrate interference with the primary path tracking task when the HUD information was
located close to the primary task. The results cannot be completely explained based on an
altitude/path performance tradeoff since path performance was unaffected in the first experiment
for the 2 most displaced HUD locations. To determine if the attentional tunneling hypothesis
is correct, eye movements would need to be monitored. As the authors suggest, subjects may
have been fixating and/or attending to the graphic HUD more often when it was closer. It
would also be of interest to manipulate workload. Under high path (higher frequency and
amplitude of simulated wind disturbances) workload, subjects might exert more effort to
perform the path tracking and therefore ignore the graphic HUD regardless of its spatial
location.

The Foyle et al. (1993) study is unique in that it is the only study among those cited in
this section demonstrating a performance-based HUD disadvantage for centrally-located (0
degree azimuth and elevation) symbology. Weihrauch et al. (1989) and Inzuka et al. (1991)
obtained subjective preference data to support this conclusion. Based on the studies cited, it
appears that 6 to 10 degrees below the line of sight is the range of optimal HUD locations.
HUD symbology located less than 6 degrees from the line of sight may provide some benefit to
drivers under certain conditions (Iino et al., 1988); however, the research does not provide a
systematic basis for predicting the conditions under which centrally-located HUDs benefit
drivers.
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Cognitive capture and HUDs:  Neisser and Becklen (1975) and Becklen and Cervone
(1983) demonstrated that optically superimposed video sources cannot be processed in parallel.
Specifically, subjects in these studies did not notice critical, unexpected events in the unattended
video even though they were spatially superimposed and the subjects were well-practiced on the
task. The findings from these studies demonstrate the phenomenon of cognitive capture which
is operationally defined as the inefficiency or absence of passive or active cognitive switching.
The mechanisms that underlie cognitive capture will be discussed in the following section (titled
“Attention, mental workload and cognitive capture”). What follows is a review of research on
the nature of cognitive capture when using HUDs.

Early evidence for cognitive capture was found in a NASA-Ames study (Fischer, Haines
and Price, 1980). Responses to an unexpected event (a wide-body airplane taxiing into the
runway) took longer to detect when using a HUD (mean RT = 4.13 sec) than when using a
conventional HDIP (mean RT = 1.75 sec). In fact, 2 out of 8 pilots did not detect the airplane
in the runway at all (their RTs were 6 secs, which was the exposure time of the plane).
Weintraub, Haines and Randle (1985) replicated this finding using a similar unexpected event;
namely, 6 out of 8 pilots did not notice the jetliner taxiing onto the runway on the last trial.
As further evidence in support of the cognitive capture hypothesis, Larish & Wickens (1991)
report an interaction of workload (simulated levels of turbulence) with HUD vs. HDD.
Attention to HUDs resulted in a 7 second longer RT (compared to HDD) in responding to an
unexpected event during high workload. Wickens, Martin-Emerson and Larish (1993) repeated
this study using a high-fidelity simulation environment. In this experiment, workload had no
significant effect. Overall, there was a HUD advantage on lateral tracking performance and
airspeed error. Although Wickens et al. (1993) found the same tendency for longer RTs to an
unexpected event when attending to a HUD (6.2 seconds longer for HUD than HDD), the
location effect (i.e., HUD vs. HDD) was not statistically significant.

Wickens, et al. (1993) attributed their failure to replicate previous findings of cognitive
capture with HUDs to the existence of higher visual realism in their study compared to earlier
studies in which static images were used. However, careful examination of the RTs from Larish
& Wickens (1991) and Wickens et al. (1993) suggests an alternative hypothesis. The results of
the two studies were compared for RTs to the unexpected far target at the HDD and HUD
locations. The largest RT difference between the studies is for the HDD location: 16.25
seconds for Wickens et al. versus 13.1 seconds for Larish & Wickens). This is consistent with
the fact that the HDD in Wickens et al. was placed 8.5 degrees down whereas the HDD in
Larish and Wickens was 24.7 degrees down. In other words, the HDD in Wickens et al. (1993)
may have been more susceptible to cognitive capture due to the smaller spatial separation and
thereby minimizing the RT difference HU vs. HD. Research on the effect of spatial
location/separation on cognitive capture is needed to resolve this apparent discrepancy.

Sojourner and Antin (1990) did not find any evidence of cognitive capture. They
assessed performance in a simulated driving task in which subjects monitored a digital
speedometer (head-up or head-down), detected peripheral targets and detected navigation errors
along a route memorized prior to a trial. Observers performed equally well on the speed
monitoring and navigation tasks regardless of display location. However, for salient cue
detection, RTs were 440 msec faster head-up than head-down. Note that the temporal
uncertainty (how accurately subjects can guess when targets will occur) of the peripheral cues
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in this study was not nearly as high as in experiments presenting single trial, unexpected events
(Fischer, Haines and Price, 1980; Weintraub, Haines and Randle, 1985; Larish and Wickens,
1991). Another finding from this study is that salient cue RT was faster when located closer to
the HUD speedometer. This is contrary to predictions based on data from Foyle, McCann,
Sanford and Schwirzke (1993) in which RMSE path was higher when the graphic HUD altitude
display was closer to the central tracking task. This apparent discrepancy could have been due
to differences in workload characteristics of the primary (i.e., speed tracking in Sojourner and
Antin study vs. path tracking in Foyle et al. study) and secondary (i.e., salient cue detection
with relatively low spatial/temporal uncertainty in Sojourner and Antin study vs. altitude tracking
with graphic HUD information in Foyle et al. study) tasks. Also, subjects may have been using
different resource allocation strategies. In the Sojourner and Antin study, speed monitoring
performance was perfect in the HU condition and nearly perfect in the HD condition (82 out of
90 speed violations detected). In comparison, Foyle et al. demonstrated task variability on both
primary and secondary tasks.

Some overall conclusions can be drawn from this research. First, HUDs are likely to
only capture attention from an external target under high workload and high temporal uncertainty
(i.e., low expectation of an event). Secondly, the causes of cognitive capture need to be
investigated. There is some suggestion that HUD-induced cognitive capture will be manifested
under high temporal uncertainty which was not systematically manipulated in any of the studies.
The following studies investigate possible causes and means to eliminate cognitive capture.

A number of studies from researchers at NASA-Ames have investigated the potential for
attention problems when using HUDs. It is believed that cognitive capture results because
observers develop inefficient attentional switching strategies in the presence of HUDs.
Assuming that an attentional switch is required to acquire information from the ‘far domain’
(i.e., the forward driving scene) after attending to the ‘near domain’ (i.e., the HUD), cognitive
capture of HUDs occurs when performance on the ‘far’ task (i.e., missed targets, slower RT)
is degraded in the presence of HUDs.

Evidence for cognitive switching in an aviation HUD study was obtained by McCann,
Foyle and Johnston (1993), who measured RT to cued targets. The targets were either a stop
sign (indicating it is unsafe to land) or a diamond (indicating it is safe to land). They varied the
cue location (HUD or runway) and relevant target location (HUD or runway). On WITHIN
trials (i.e., cue and target were presented in the same domain: either both HUD or both
runway), RT was shorter (average for RTs on WITHIN trials was about 1250 msec) than on
BETWEEN trials (cue and target presented in different domains). For BETWEEN trials,
median RT for cue on HUD/target on runway was 1400 msec and median RT for cue on
runway/target on HUD was about 1340 msec. The 150 msec switching cost (HUD to runway
switch; i.e., 1400 minus 1250) demonstrated in this experiment is not meant to be interpreted
as an absolute measure of performance outside the laboratory. In a driving situation, after all,
there are no cues to tell drivers when to switch their attention. The purpose of this experiment
was to demonstrate a cost of attentional switching.

Attention switching appears be one mechanism underlying attentional limits when using
HBIDS. Once the switch takes place, McCann et al. (1993) also determined what happens to the
information in the unattended domain. This was assessed by presenting a congruent (distractor
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and target associated with same response) or an incongruent (distractor and target signal
associated with different responses) distractor target. If information in the unattended domain
is processed, RTs with congruent distractors should be faster than with incongruent distractors.
Alternatively, if information in the unattended domain is not processed, no interference will
result and the congruency effect is eliminated. As predicted, there was no congruency effect for
distractors presented in the other domain on WITHIN trials. In other words, information on the
unattended channel was not processed. This study suggests that three possible mechanisms
underlie cognitive capture with HUDs: (1) HUD information is not processed in parallel with
external scenes, (2) there is a consequent RT cost associated with switching attention across
information sources; and (3) the unattended domain (either ‘far’ or ‘near’) does not appear to
be processed.

McCann et al. (1993) also found some support for an asymmetry in switching cost: RTs
were slower switching from HUD-to-runway than runway-to-HUD. Support for this asymmetry
was obtained in an experiment by McCann, Lynch, Foyle and Johnston, 1993. They measured
performance on WlTHINN and BETWEEN trials in the presence or absence of differential motion
cues from the runway scene. In the presence of motion cues, they obtained the same interaction
noted earlier (i.e., WITHIN trials faster than BETWEEN). Without motion cues to segregate
‘near’ (HUD) from ‘far’ (runway) domains, the BETWEEN trial increase in RT was present
only for HUD-to-runway trials. This asymmetry suggests that the HUD is a more efficient
attention-getting stimulus than the runway without motion cues.

The cognitive switching hypothesis suggests a possible basis for eliminating cognitive
capture effects attributable to HUDs.. If the HUD symbology can be perceived as conforming
to the outside scene, then there is no longer a need to switch attention from far to near tasks.
Conformal symbology does seem to reduce HUD-induced performance degradations on far
domain tasks. Naish (1964) demonstrated that conformal (also called contact analogue)
symbology leads to benefits in terms of training time and performance on concurrent tasks
typical of flying. More recently, Foyle, Sanford and McCann (1991) and McCann and Foyle
(1994) measured performance enhancements on a simulated flying task. In the experiments,
altitude and path RMSE were measured with and without a simulated HUD. The symbology
on the HUD consisted of either high pictorial (altitude cues from scene-linked, virtual buildings)
or low pictorial (fewer altitude cues) information. The high pictorial condition led to a predicted
decrease in RMSE for altitude. Interestingly, the RMSE for path with high pictorial cues was
not degraded. The implication is that if HUD symbology can be made to produce scene-linked
cues, information can be processed in parallel with no attentional deficits.

There have been a few exceptions to the benefit of conformal symbology. Comparing
traditional symbology (e.g., glideslope and localizer are relative to an aircraft symbol, which
is partially conformal) with conformal (fully conformal, i.e., symbolic runway is referenced to
world) symbology, Martin-Emerson and Wickens (1993) found that lateral tracking was much
worse with conformal symbology. After careful consideration of the two display types, it was
hypothesized that the poorer conformal performance was due to the fact that lateral alignment
with the conformal symbology can only be achieved when vertical errors are small. This
hypothesis is currently under investigation.
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Long and Wickens (1994) suggest that conformal symbology may only benefit drivers
in the absence of visual clutter. In fact, visual clutter was shown to produce poorer performance
head-up than head-down. To reduce the impact of visual clutter on the processing of HUD
information, HUDs can be viewed peripherally with minimal performance decrements. Research
by Martin-Emerson and Wickens (1992) indicates that if displays are located within 6.4 degrees
of the fovea there will be no significant performance decrements due to increased scanning.
Therefore, to maximize the benefits of conformal symbology and minimize the effects of visual
clutter, some types of conformal symbology can be placed peripherally but should be located no
further than 6.4 degrees from fixation.

The applications of conformal symbology to automobile HUDs was studied by Ward,
Stapleton and Parkes, 1994. This study showed either no benefits (RT to detect a pedestrian;
mental workload) or even performance decrements (speed variability) attributable to a contact
analogue visual enhancement system for night driving. To some extent, this may have been due
to insensitivity of the dependent measures. In retrospect, the authors suggest alternative
measures that might have been more useful such as lanekeeping variability, speed and distance
judgements. Even so, there were consistent performance decrements that were not explained.
These decrements may be related to the use of near infrared image intensifiers to generate their
VES imagery which are inherently noisy (due primarily to photon noise), low-resolution images.
Another problem with using infrared image intensifiers to enhance the driving scene is that the
driver has to relearn fundamental perceptual processes; for example, assumptions about target
distance based on contrast and size are sometimes reversed in intensified imagery. For this
particular experiment, more practice should have been given to observers on the road and in the
laboratory. In the laboratory, terrain boards are used to efficiently demonstrate how depth
perception is disrupted when viewing infrared intensified images. Even if the observers had
been adequately trained, the practical implication of a necessity to train drivers is that it will
significantly limit the acceptance/utility of this type of technology to a small,  specialized subset
of the driving population.

An alternative approach for displaying route guidance information would be to take
advantage of global positioning system (GPS) technology to produce conformal symbology
overlays. As GPS applications become more widespread, it may be possible to use this
technology to present the driver with conformal symbology such as turn arrows embedded within
the driving scene, highlighting of landmarks, or even the overlay of lane markings. In addition,
McCann and Foyle (1994) recommend the use of ‘virtual billboards’ to display speed, current
location and other relevant traffic information. This would require the GPS system to locate
blank, black backgrounds onto which HUD symbology would be overlaid. This would eliminate
visual clutter and eliminate the propensity for cognitive capture since it would be perceived as
part of the external scene. There are clear advantages to this approach but there remain a
number of technological and cost issues.

Attention, mental workload, and cognitive capture: The operational definition of
cognitive capture provided in the Glossary does not identify any underlying attention
mechanisms. This is due largely to the assumption that cognitive capture, whether attributable
to inefficiency of “early” or “late” attention switching, has the same consequences for drivers;
namely, degraded performance on primary driving tasks. Poorer performance is not limited to
any particular dependent measure. Essentially, cognitive capture is manifested whenever
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switching between the secondary task (i.e., HUD or other in-vehicle display) and the primary
task (i.e., scanning the external road scene) is less efficient or does not occur. For example,
a longer RT for HUD-to-external-target transitions compared to an appropriate baseline RT (i.e.,
HDD-to-external-target transitions) or missed external targets are both manifestations of
cognitive capture. Thus, it is not assumed that cognitive capture is either a “passive” or an
“active” orienting of attention, even though the word “capture” might imply a passive process.
Research on the allocation of attention is discussed below to better understand the conditions
under which cognitive capture can occur. Of particular interest are studies investigating age-
related effects on the efficiency of attention switching.

To identify the causes of cognitive capture, a distinction needs to be made between the
allocation of attention and mental workload. Cognitive capture is typically viewed as a
limitation of attentional allocation. However, an alternative hypothesis based on changes in
mental workload can often be used to make the same predictions. The distinction is important
because of the implications for HUD design. For example, assume that a study used only one
“high” workload condition for both HUD and HDD displays, that the only difference between
the displays was their spatial location, and that single-task performance was the same for both
displays. Since workload was not varied, a dual-task decrement for the HUD can be attributed
to inefficiency at any level in the information processing task. If a low workload condition had
been included and a dual-task HUD decrement existed even under low workload, then
interference is the most likely cause (perhaps attributable to contrast interference).

“early”
Since the low

workload condition was not included, the latter possibility cannot be assessed. Unfortunately,
the recommendations that are made based on the study findings depend upon the level of
interference. As an example, “central” processing inefficiency might have implications for the
amount and format of information displayed on HUDs whereas “early” processing inefficiency
might have implications for the spatial location and luminance contrast of HUDs. The three
primary levels of interference that need to be identified in HUD studies are described below.

Three information processing stages are identified in the following discussion: (1)
Encoding (E-level); (2) Cognitive (C-level); and (3) Response (R-level). Each level has many
subdivisions; however, the level of specificity is adequate for understanding the interference
effects that are expected from the current study. These levels can be identified using
methodologies that allow inferences about the structure of underlying attention mechanisms
involved in specific information processing tasks. One such method, the additive factors method
(AFM), has been used (Stemberg, 1969; Sanders, 1980) to identify information processing
stages by determining the relationship among various independent variables. One assumption
of the AFM is that if two variables are additive in an ANOVA (i.e., main effects of each
variable are significant and the interaction of the variables is not significant), then they are
presumed to affect different processing stages. Specifically, if one variable increases the latency
at one stage of the information processing task and another variable increases the latency at
another level, then the latency increase should be additive. On the other hand, if two variables
interact, then they are presumed to affect at least one processing stage in common. In other
words, the effects of the two variables are multiplicative (i.e., overadditive interaction effect)
since they are both increasing the latency of at least one common processing stage. If the
processing stages overlap in time (i.e., stage 2 begins before stage 1 has completed), then
underadditive effects can occur. The latter case presents difficulties for the AFM since various
amounts of overlap can mask additive and overadditive effects. Although this limits the
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usefulness of the AFM as a tool for uncovering the underlying structure of an information
processing task, it does provide a convenient shorthand for conceptualizing the effects of
independent variables on information processing.

At each processing stage, there is potential for interference. Whenever there are multiple
sources of input and/or output for a particular stage, an internal mechanism is required to select
among the alternatives for further processing. In many instances the internal mechanism is
under conscious control. However, there are instances in which unattended information enters
consciousness (e.g., the cocktail party phenomenon). This process of selecting inputs for
processing and rejecting others is one type of attention allocation. The two main types of
attention allocation of interest for the current study are described below and in the Glossary.
In defining these attention strategies, an “input” can be either a sensory modality (e.g., visual
or auditory), a mental operation (e.g., counting backwards in threes or mental rotation) or a
feature within a sensory channel (e.g., a spatial location). Also, inputs are typically presented
simultaneously:

(1) Selective attention: attending to some inputs while ignoring others.
(2) Divided attention: attending to two or more inputs that are active simultaneously.

Sustained attention (or vigilance) is considered a meta-category since it refers to the time-
span of attention allocation (i.e., time-on-task) and can be either a divided or selective attention
allocation. This process of selecting relevant information and rejecting irrelevant information
involves a ‘switching’ mechanism, the efficiency of which is manifested in performance
measures such as latency, accuracy and detection measures in a dual-task paradigm. The
primary stages are described below along with the variables that have influences at each level
of processing.

The first stage in the process is the encoding level (E-level). This stage is responsible
for transduction and preprocessing of stimuli for all sense modalities. A few of the independent
variables that affect the efficiency of this stage include:

(1) stimulus features (e.g., luminance, contrast, exposure duration, color and size);
(2) spatial location (e.g., central or peripheral)
(3) sensory modality (e.g., visual, auditory, tactile)

The outputs of the E-level are pre-conscious representations of stimuli that can be selected for
further processing or rejected. E-level interference can occur when any or all of the following
conditions apply: (1) multiple inputs are attended; (2) targets are near threshold detection; (3)
targets are embedded within “noisy” backgrounds. The interference is a result of optical (i.e.,
pre-retinal) or neural factors. For example, attending to an in-vehicle display (HUD) whose
symbology spatially overlaps external targets while driving presents potential E-level
interference in that targets that are spatially superimposed (i.e., contrast interference) or adjacent
(spatial masking) tend to reduce the efficiency with which either stimulus is encoded. This
interference can be somewhat reduced if the inputs are separated along one or more stimulus
dimensions (i.e., spatial location and/or color) or presented in different sensory modalities (i.e.,
auditory).

24



Although auditory signals may reduce interference at the encoding stage, this does not
preclude interference at other levels of processing. Suppose that an auditory signal is designed
to indicate that 1 of 5 in-dash vehicle status indicators exceeds some critical level. In this
situation, the driver would need to scan the in-dash displays to identify the problem. In essence,
the auditory signal has modified the driver’s visual search strategy from a driver-controlled
(active or non-cued) to a vehicle-controlled (passive or cued) process. Although this may tend
to reduce overall workload by reducing the number of visual scans to the in-dash displays, the
resultant safety benefits, if any, are unclear. In general, it is somewhat risky to change driver
behavior from active to passive since this creates a driver-dependency on hardware that may
perform poorly or even fail. In the worst-case scenario, auditory signals may actually “waste”
processing resources. For instance, in some collision avoidance systems a small percentage of
auditory signals are false alarms. Although false alarms can be reduced, there is an inevitable
tradeoff between false alarms and misses. Another human factors issue related to the use of
auditory signals is the use of multiple auditory signals. Although research suggests that auditory
signals can reduce driver workload relative to visual signals (Popp and Faerber, 1993),  auditory
signals are susceptible to interference when multiple auditory signals are presented
simultaneously to drivers. Thus, E-level interference can be reduced by using separate sensory
modalities but within each modality there is the potential for interference. Even if E-level
interference is eliminated, interference can still occur in successive processing levels. Once the
level of interference is isolated, countermeasures that eliminate or minimize the interference can
be designed.

Following encoding, the cognitive level (C-level) selects inputs and represents the
information at a conscious level. It is only through C-level processing that E-level
representations of stimulus features can be selected for further processing and, in turn, be
grouped into identifiable objects. C-level interference is manifested when targets are embedded
in a scene containing multiple targets/distractors that cannot be distinguished automatically based
on stimulus features alone (such as contrast, color or size). The following list includes
independent variables that contribute to C-level interference in the current study:

(1) number of targets and distractors (correlates with display and/or scene clutter)
(2) stimulus uncertainty (e.g., unpredictable what target will appear)
(3) temporal uncertainty (e.g., unpredictable when target will appear)
(4) spatial uncertainty (e.g., unpredictable where target will appear)
(5) discriminability of targets and distractors (e.g., “pop out” of highly salient stimuli)
(6) relative event rate for far (i.e., road scene) and near (i.e., HUD) domains

All of these independent variables influence the efficiency with which relevant information can
be acquired from various inputs. Therefore, it is believed that any laboratory manifestation of
cognitive capture needs to incorporate a wide range of levels along one or more of these
dimensions. To illustrate various situations in which cognitive capture would be expected,
assume that a driver is viewing a HUD whose symbology spatially overlaps and is superimposed
upon external road features. With conventional in-dash displays, the driver develops a search
strategy which involves timing an overt eye/head movement away from the road scene to in-
vehicle displays (Wierwille, 1993). With HUDs,  the requirement for eye/head movements is
reduced (or eliminated) but it is necessary to reallocate attention. This is a different type of
search that can be characterized as a covert attention reallocation in the absence of an overt
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eye/head movements. The reallocation is based on higher-level representations than those that
are available following E-level processing. C-level processing is required to separate far (road
scene) and near (HUD) domains. Research suggests that switching between domains is
necessary since it is impossible to process both simultaneously (Neisser and Becklen, 1975).

Anecdotal evidence for serial processing of superimposed stimuli can be obtained by
observing ambiguous figures. These are figures that give rise to more than one perception.
When viewing such a figure, each interpretation can be perceived but never simultaneously. The
“switch” between interpretations is internal and is not guided by stimulus features alone.
Interestingly, the “switch” is under conscious control and the efficiency of this “switch”
increases with exposure. However, if a feature is added to the figure that eliminates the
ambiguity, the alternative interpretation becomes more difficult to achieve (hysteresis effect).
In effect, we have ‘cognitively captured’ one of the alternative interpretations. In a similar way,
the efficiency of attention switching when viewing HUDs against road scenes depends on a
number of stimulus parameters within far and near domains. For example, high event rates on
the HUD, low discriminability of HUD messages and high uncertainty (temporal, spatial and
stimulus) about external events would all be expected to increase the likelihood of cognitive
capture. The largest demonstrations of cognitive capture have occurred under high workload
and high temporal uncertainty.

The response level (R-level) in the information processing sequence involves: (1) the
selection of the appropriate response from among a number of possible responses; (2)
prioritizing multiple responses; and (3) response execution. The following variables influence
the degree of interference at this level:

(1) number of response alternatives
(2) response uncertainty (e.g., unpredictable what response will be required)
(3) temporal overlap of appropriate responses
(4) stimulus-response mapping consistency

These variables represent conditions that pertain to typical driving conditions. Appropriate
responses must be selected that often overlap temporally (i.e., braking and steering at a turn)
and require immediate action (i.e., braking to avoid collision with lead vehicle). Stimulus-
response mapping consistency is unique in that it applies to situations involving a change in the
driver-vehicle interface. Inconsistent mapping is a potential problem with HUDs if the
symbology of different HUDs is not designed to a consistent standard. Non-standardized HUD
symbology design can lead to a reduced transfer of training (i.e., some relearning is required).
An even more deleterious effect of inconsistent mapping is if well-learned responses have to be
inhibited. Unfortunately, response inhibition of automatic responses is one aspect of skill
acquisition that becomes more difficult with age (Korteling, 1994).

Although the 3 stages discussed above are described as sequential, the underlying
processing is not assumed to be strictly serial. Not only do processing stages overlap in time
(partial or even complete parallelism), there are instances in which the C- and/or R-level
processing precede E-level processing. This occurs whenever a decision is made to fixate a
different location of a visual scene. In this instance, the R-level (eye/head movement) precedes
the E-level processing. Another way in which the stages are not serial is that most tasks provide
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feedback. This feedback, in turn, can be used to evaluate performance and make appropriate
response adjustments to meet task demands. As an example, negotiating a sharp curve involves
comparing a response (steering wheel adjustments) against some objective safety criterion
(staying in lane) and making appropriate steering and/or speed adjustments.

Effect of HUDs on Driving Speed

Some opposition to automotive applications of HUDs has been based on the assertion that
they will lead to drivers becoming overconfident which could lead to risky behaviors. This
criticism is particularly relevant for vision enhancement systems (VES). VESs are supposed to
extend visual performance beyond what would normally be possible while driving at night or
through fog. One criticism of this technology is that any safety benefit will be offset by the fact
that drivers feel safer and therefore drive faster. Ward et al. (1994) evaluated naturalistic speed
choices with and without a night VES. Contrary to the concern that drivers would drive faster
with VES, speed adjustments were actually lower with VES than without. Although there was
a trend for speeds to increase on successive runs, on any given run mean speed with VES was
always about 6 km/h slower than mean speed without VES.X However, the speed variability was
higher with VES than without VES along the same curved sections of the route .

Rutley (1975) reports data that suggest a safety benefit of HUDs; namely, the increased
awareness of speed via a HUD speedometer is believed to have caused drivers to adhere to
posted speed limits. Two more recent field studies did not find any difference in speed
responses when using head-up versus head-down displays. Kiefer (1991) obtained this finding
in spite of the fact that older (64-69 years) and younger (19-22 years) subjects glanced more
frequently at the head-up display (indicating higher awareness and/or novelty) and spent more
total time glancing at the HUD. However, when sampling vehicle speed, subjects spent 100 to
200 milliseconds less time in scanning the head-up than head-down digital speedometer. Older
subjects took longer to look at both types of displays but there was no added benefit for older
drivers. This may be related to the subjective questionnaire data in which 7 of the 8 subjects
in the study preferred a head-up over a head-down digital speedometer. The reason they
preferred the HUD speedometer was that it made it easier to maintain a desired speed. In
agreement with the Kiefer results, Briziarelli and Allan (1989) showed no effect of a head-up
speedometer on the mean speed of subjects. They also measured speed responses with and
without speed adaptation (i.e., 25 miles of highway driving followed by .85 miles on a
residential road) and on two different road types (residential and highway). The HUD had no
effect on speed responses.

The overall conclusion from these studies is that if HUD speedometers do have an effect
on the speed choices of drivers, the impact is small. Still, the HUD advantage in terms of time
saved in acquiring information has been demonstrated by various researchers and may translate
into larger advantages in an actual driving scenario where targets may be unexpected and the
range of workload conditions is larger. Of course, a driver’s need and/or willingness to monitor
speed under ‘extremely high’ workload conditions is open to question. Future research needs
to focus on better controls for overall workload and the timing of time-critical responses in
studies of HUDs and speed choice.
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Implementation  Issues for Automotive HUDs

Will automotive HUDs ever gain widespread acceptance? Perhaps the biggest impetus
for automotive HUD development is the advent of ITS technology. Navigation instructions;
motorist advisories for road conditions and accidents; vehicle status; weather and other types
of information have been proposed for future ITS applications of HUDs. If this information is
not presented in a well-designed HUD interface, driver information overload (DIO) will result.
Conformal symbology is one means of minimizing DIO. For example, Fukano, Okabayashi,
Sakata and Hatada  (1994) have tested an “on-the-scene” HUD for navigation. In their display,
the HUD overlays a directional arrow on the image of the road surface. Visual clutter of the
driver’s view of the driving scene is minimized because the HUD symbology conforms to the
contour of the road surface. Arguably, ITS information that cannot be displayed in conformal
format should be displayed head-down or on a second HUD that does not overlap the forward
driving scene (such as the DUET display discussed previously). Conformal symbology has also
been tested for enhancing safety under low visibility conditions (such as driving at night or in
fog) using radar and infrared image intensification.

The research reviewed in this report demonstrates a number of advantages of conformal
symbology for pilots as well as drivers, but it has yet to be demonstrated whether it is necessary
or feasible to implement conformal symbology for automotive HUDs. Swift and Freeman
(1986) point out that the cost of implementing HUDs even without contact analogue displays
may be enough to limit the widespread use of automotive HUDs. In their view, it may not be
necessary to optically superimpose the HUD virtual image on the forward driving scene, much
less to display navigational information using a conformal format. In fact, none of the
navigational systems currently in existence use conformal symbology, yet the majority are
reported to be effective for practiced users. Other issues that need to take precedence aside from
cost are size and ease-of-use (i.e., optical alignments that are necessary to compensate for the
range of eye heights and eye-to-combiner distances of drivers). To maximize the benefits of
HUDs due to eyes-on-the-road time and accommodation time, Swift and Freeman propose a
collimated display whose images are located just above the dashboard. Their proposed design,
termed the Instrument Head Level Infinity Display (IHLID), incorporates separate collimated
units (each with 5 by 5 degree fields-of-view) located side-by-side on top of the dashboard with
a large combined horizontal field-of-view.

Prior to widespread implementation, it will be necessary to evaluate various display
formats. Zaidel (1991) has proposed the use of HUDs as “an alternative temporary display”.
The main idea is that information should not be displayed continuously. The driver should be
able to display information only when he/she judges it safe to do so. For example, the HUD
would normally be blank until the driver presses a button, or perhaps gives a verbal command,
to display information. For warning information which does not require a request from the user,
an auditory cue can be used to alert the driver. This approach has the added advantage that it
minimizes visual clutter, thereby mitigating the need for contact analogue symbology.

Summary and Critique of Current Findings and Recommendations

In general, there does not appear to be a large, robust HUD advantage, either for aviators
or for drivers. The results are somewhat mixed as to whether, how much and when HUD
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advantages are manifested. However, this is not altogether bad news for HUD proponents since
this also suggests that there are no significant disadvantages of using HUDs. One possible
exception is the propensity for cognitive capture when using HUDs, especially under high
workload conditions and high temporal uncertainty for external events. Regardless of whether
cognitive capture will manifest under actual driving conditions, various design recommendations
have been suggested to minimize the potential for cognitive capture. A critical overview of this
literature review is presented below, with a following discussion of implications for the design
and testing of automotive HUDs:

- Virtual image distances should be between 2.5 to 4 meters from drivers’ eyes. This is
based on results suggesting that: (1) HUD symbology placed below the horizon will be
superimposed on backgrounds in the range of 2 to 4 m and (2) recognition time (time to
transition from 10 m to HUD distance and read digital speed) increases for older drivers
when HUD imagery was located nearer than about 2.5 meters, which was attributed to
presbyopia.

- For voung observers. reaccommodation time-saved by presenting svmbols head-up (i.e.,
optical infinity) versus head-down (i.e.. optical distance of 1.33 D) is not statistically
significant. In the Weintraub et al. (1985) study, subjects aged 19 to 27 made decisions
about runway closure prior to reaching full reaccommodation which tended to minimize
any performance benefit in terms of reaccommodation time-saved. Although depth-of-
focus (DOF) and resolution requirements were not assessed, these factors might account
for their finding. DOF, which is related to pupil size, increases the range of focus
errors over which targets are in focus on the retina. Related to DOF is the criterion used
to judge image sharpness. In other. words, big targets require less accurate focus
adjustments (i.e., higher DOF) than small targets (i.e., lower DOF). Since the targets
used in the Weintraub et al. study did not place high demands on resolution, their results
may be attributed to a high DOF for detecting critical features in the symbology used
(see earlier discussion for details). Another shortcoming of this study is that older
subjects were not tested. In short, reacccmmodation time-saved with HUDs is presumed
to benefit drivers (particularly older drivers) but the studies measuring accommodation
to-date do not support this contention.

- Eyes-on-the-road time is higher with HUDs. Typically, effects for this measure are
small (50 to 200 msec) and the magnitude of the HUD advantage has been shown to
depend on factors such (1) static HUD location, (2) dynamic HUD location relative to
fixation (such as driving on a straight versus a curved road) and (3) type of dependent
measure (i.e., direct measure of eye movement scanning or recognition time). For direct
eye movement measurements, the results are mixed as to whether there is a HUD
advantage. If the dependent measure is mean time spent in a scan (i.e., roadway to
HUD and back to roadway), head-up is better than head-down. However, if the measure
is glance frequency (glances per minute to speedometer), head-down has a slight edge.
The higher scans per minute head-up than head-down may be attributable to a novelty
effect, since successive test sessions showed negligible differences HUD vs. HDD.
Some caution should be used in interpreting these findings because eye movement data
alone cannot determine what information a driver is actually processing (i.e., fixation
location does not necessarily correspond with the focus of attention).

29



- Unlike HUDs currently in use by aviators, it is unlikely that automotive HUDs will be
centered in the driver’s field of view. Research suggests that drivers prefer to locate
HUD symbology below the horizon and left or right (depends somewhat on whether
HUD is designed for left- or right-mounted steering wheels) of straight ahead. This is
also confirmed by the typical HUD locations in Appendix B. However, although
peripherally-located HUDs are a consistent preference among drivers, two criticisms of
these findings need to be addressed in future research. First, these findings consist of
subjective preference data. Although user preferences are certainly important, they may
not correlate with objective measures of performance and/or with actual use among
experienced drivers. Secondly, the preferences were obtained for non-conformal, digital
speed symbology. Thus, it is difficult to determine the extent to which subjective
preferences are based on (1) low precedence for speed monitoring, (2) low tolerance for
visual clutter and/or (3) perceived safety loss due to contrast interference.

- Even low levels of visual clutter can negatively impact performance. This finding
appears to hold true for responses to information acquired from the HUD display and for
responses to targets within the external scene. Conformal symbology for navigation
information (Fukano et al., 1994) has been proposed as a means of reducing visual
clutter since: (1) fewer HUD display elements (or pixels) would have to be illuminated
to convey the same navigation information to drivers and (2) there is minimal contrast
interference between the conformal symbology and critical detail in the forward road
scene. In the Fukano et al. study, a directional arrow indicating where to turn was
superimposed in perspective on the image of the road without occluding roadside
features.

- Cognitive capture with HUDs  is well-documented. but not inevitable. When performance
is measured under high workload conditions and there is a high degree of temporal
uncertainty (i.e., external target is unexpected), cognitive capture by a HUD is likely to
occur. A number of design recommendations have been made to minimize the potential
for cognitive capture under such conditions. For example, conformal symbology can
potentially be used to reduce interference because it ‘fuses’ with the external scene. In
other words, observers are effectively attending to one domain (called the far domain)
because conformal symbology merges with the external scene. However, it should be
noted that all of the studies that demonstrate a benefit of conformal symbology to-date
have used graphic HUDs. Ward, et al. (1994) were unable to demonstrate a benefit of
conformal symbology using an actual HUD while driving. Another recommendation is
that HUD symbology (even conformal symbology) should be spatially separated from
the forward driving scene. This would require refixation, but the amount of shift would
be minimal. The extreme position is that there should be no overlap between HUD
symbology and external scenes, as in the IHLID design.

The general conclusion from the review of the HUD literature is that the safety benefits
of HUDs are generally small and in some instances HUDs produce poorer performance.
Fortunately, almost all of the disadvantages found with HUDs  can be attributed to inappropriate
design of the HUD optics, symbology and/or the driver interface. The driver interface must
allow the driver to have some executive control over the information content, location, rate and
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onset. For example, it has been suggested that drivers be allowed to turn various information
sources on/off independently. Because of the unique design issues associated with automotive
HUD design and the relatively short time that they have been developed and tested, it is possible
that future HUD designs will manifest larger and more robust benefits to drivers.

Rationale for peformance measurement: One justification for using a particular
dependent measure is that it has implications for driver safety. Once it is determined that a
particular measure of performance is safety-relevant, it is then necessary to establish a criterion
that discriminates “safe” from “unsafe” performance. Similar to establishing a criterion for
statistical significance, safety significance involves a priori determination of an objective
criterion that divides “safe” from “unsafe” levels of performance, Although this clearly depends
on operational conditions, the criterion may be established relative to a reasonable worst-case
scenario. This safety criterion has not been addressed in any of the studies included in the
review. Some studies of HUDs reporting statistically significant results may be of questionable
safety relevance due to small effect sixes. RT differences between HUD and HDD conditions
less than half a second may be statistically significant but may not be significant from a safety
standpoint. On the other hand, a half second difference in a laboratory study may translate into
a much larger, safety-relevant difference for a less vigilant driver. The latter possibility suggests
that the laboratory-based findings are not generalizable to an actual driving situation. In any
event, if it can be assumed that the magnitude of the effect is (1) statistically significant, (2)
replicable and (3) ecologically valid, a subsequent analysis is needed to evaluate the safety
implications of the study findings.

Based on an evaluation of studies investigating HUDs,  the following hypotheses were
generated to explain effects that were of questionable safety relevance:

(1) Automatic processing of sub-tasks: one or both tasks in a dual-task
paradigm are processed automatically.

(2) Insensitive denendent measures: the dependent measure is not sensitive to
dual-task decrements.

(3) Restricted range of indenendent variable: levels of independent variable do
not approach a range of test conditions (e.g., reasonable best-case to
reasonable worst-case) defined with respect to the operational scenario to
which the results are to be generalized.

(4) Low overlap of information processing demands: single tasks place
demands on information processing stages that do not overlap.

There are a few notable exceptions to the small effect size studies. Most notably, the
Fisher et al. (1980), Larish and Wickens (1991) and Wickens et al. (1993) studies all report
large RT increases for detecting unexpected events when processing HUD information during
high workload conditions. It is important to note that these studies were conducted with aviation
applications in mind. Thus, the extent to which the findings generalize to automobile
applications of HUDs is unknown. As mentioned previously, there are many differences
between the two types of HUDs.  For example, aircraft HUDs display information to aviators
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that may be monitored continuously and may even be considered primary sources of information.
In contrast, there are fewer sources of information (e.g., perhaps heading and conformal
symbology) that need to be presented to drivers continuously via HUDs. This has direct
implications for investigating cognitive capture in automotive HUDs. Specifically, a “good”
automotive HUD design does not present information to drivers continuously nor does it assume
that the HUD is a primary information source.

Does this imply that cognitive capture when using HUDs is not a high priority safety
issue for drivers? The research to-date does not provide a definitive answer to this question.
Even so, there is reason to believe that cognitive capture when using HUDs  is likely when high
HUD workload is combined with high external target uncertainty (i.e., what to look for) and
high external temporal uncertainty (i.e., when to look for target). Although these effects have
not been investigated with older drivers, the propensity for cognitive capture would presumably
be larger among older drivers. Korteling (1994) demonstrated that older drivers are particularly
susceptible to dual-task interference when one of the tasks is new and involves the inhibition of
well-learned, automatic responses. In the Korteling study, gas pedal polarity was either normal
or reversed. Although the younger subjects showed no dual-task cost in the reversed gas pedal
polarity condition, the older subjects exhibited significant dual-task costs. This was true even
though subjects were given practice with all single- and dual-task conditions. These results
support and extend previous findings of age-related declines in attention allocation among sub-
tasks in dual-task situations. These findings suggest that older subjects may be more susceptible
to cognitive capture via HUDs due to their novelty and potential interference at all levels of
information processing. For younger observers, cognitive capture may be a relatively rare
occurrence, especially within a laboratory experiment. However, the Korteling study includes
extreme levels of uncertainty and workload that meet or exceed those of previous researchers
demonstrating cognitive capture among well-trained, younger observers.

Critique of laboratory studies using experimental-use-only HUDs: A number of different
experimental-use-only HUD designs have been used to study performance with HUDs in the
laboratory. The common types are described below (and in the Glossary) as well as some of
the significant advantages and disadvantages of each:

(1) Graphic HUD: A real image of the HUD symbology is electronically
superimposed on the external scene. Thus, the two images are displayed at the
same distance because they are generated using a single CRT display.
Advantages: (1) controls for accommodation/vergence effects; (2) low or no cost
(depending on software/hardware used to display external scenes).
Disadvantages: (1) cannot assess interactions among oculomotor mechanisms and
attentional allocation; (2) limited generalizability to actual HUD use.

(2) Projected HUD: HUD symbology is optically superimposed via a direct
projection onto the surface displaying the external scene. Similar to the graphic
HUD in that the external scene and the HUD symbology are at identical
distances. Same advantages and disadvantages as for graphic HUD.

(3) Binocular mirrored HUD: Similar to a fully-functional HUD except that there
are no optics between the image source and the combiner (a large piece of plate
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glass). Thus, the virtual image distance is equivalent to the source-to-eye
distance. To obtain a minimum virtual image distance of 2.5 m, the image
source would need to be located outside of the simulator cab. Advantages: (1)
complete binocular overlap of HUD symbology; (2) low cost. Disadvantages:
(1) bulky hardware setup; (2) virtual image distance not easily manipulated as an
independent variable.

(4) Partial overlap mirrored HUD: Similar to the binocular mirrored HUD except
that the combiner is too small to allow maximum binocular overlap. Specifically,
the right eye views the left half of the HUD symbology and the left eye views the
right half of the HUD symbology. The amount of overlap depends on mirror
width, interpupillary distance and distance to the mirror. Advantage: low cost.
Disadvantage: depending on the amount of overlap, may produce binocular
rivalry and/or fatigue symptoms.

(5) Monocular mirrored HUD: HUD symbology is optically superimposed using a
mirror positioned so that one eye can view the HUD symbology. Advantages:
(1) low cost; (2) standard 100% reflecting mirrors can be used. Disadvantages:
(1) due to monocular presentation, HUD symbology could become invisible
intermittently due to binocular rivalry; (2) monocular viewing can cause
headaches; (3) complex interactions of HUD brightness, external scene brightness
and time course of binocular rivalry; (4) lower tolerance for misalignment.

All of these HUD designs share the common disadvantage that they bypass one or more
design challenges that must be confronted in the design of any fully-functional automotive HUD.
This is a serious limitation for any study in which safety is a high priority issue because there
are optical design challenges that directly impact safety such as combiner transmittance and
reflectance. Combiner reflectance can be increased to allow better visibility of HUD imagery
during bright daylight but the visibility of external targets through the combiner will be
degraded. Thus, the findings of studies that do not use a combiner (graphic and projected
HUDs) may tend to overestimate the safety benefit of HUDs. In any event, the generalizability
of the study findings is specious.

Safety-relevant laboratory studies must also consider tolerance for misalignment. Because
of the limited FOV and small eye-box of most fielded HUDs, their tolerance for HUD/combiner
misalignment is low. Misalignments can reduce binocular overlap, image quality and contrast
of HUD symbology. Realizing the optimal alignment in practice is particularly difficult when
considering the wide range of interpupillary distances and eye-heights among users. Some
adjustments are required of all the HUDs described above (e.g., eye height). However, 3 of the
5 designs described above have unrealistically high tolerances for misalignment relative to
fielded HUDs (namely, the graphic HUD, projected HUD and binocular mirrored HUD).
Again, the implication is that the results of studies using one of the above designs will tend to
overestimate any safety benefit of HUDs that can be realized by actual drivers using automotive
HUDs.

Another practical constraint of fully-functional HUDs that has indirect safety implications
is that the HUD must be compact in order to fit within the cab of a standard passenger car.
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Compact size is accomplished by minimizing the optical path length using mirror and/or lens
combinations. It is the addition of these optical elements that impacts safety by reducing image
quality (i.e., contrast, background “glow”, distortion and sharpness). To minimize reductions
in image quality, most automotive HUD designers use reflective rather than refractive optics (cf.
Glossary for these terms). Another implication of the compactness requirement is that the
display itself must be small which places a limit on the type of display that can be used as well
as the resolution of the display. Resolution, in turn, limits the minimum size of the text or
graphics that can be displayed on the HUD.

When safety is a priority issue for laboratory studies of HUDs, the HUD must meet the
following minimum requirements: (1) Optical superimposition: HUD symbology must be
optically superimposed onto external scenes (or images used for a primary task) using a
combiner that is spatially separate from external scene display; (2) See-through combiner: a
combiner must be used that allows the user to see through it; (3)  Compact:  HUD must be
capable of being configured within the cab of most automobiles; (4) Virtual image distance:
minimum virtual image distance of 2.5 m; and (5) Binocular overlap: there must be complete
or partial overlap between the left and right eye views of the HUD symbology (i.e., not
monocular). If these requirements are met then the study findings would be expected to have
high external validity.

Methodological  Issues in Future HUD Research

Reliable assessment of HUD efficacy requires the development of a test methodology that
predicts performance under reasonable worst-case conditions for HUDs; namely, (1) sample
including older drivers with both visual limitations (20/40 acuity; presbyopia) and cognitive
limitations (i.e., cognitive switching); (2) night driving test scenarios (i.e., low contrast external
targets, perhaps with a drowsiness condition), (3) high mental workload conditions (such as
when driving in an unfamiliar city in moderate to dense traffic); and (4) exposure to unexpected
events that require a time-critical response (avoiding a roadway hazard or responding to a
peripheral threat). Demonstrating an overall HUD advantage relative to a HDD control
condition under these circumstances would provide compelling evidence for predicting a safety
benefit from specified HUD applications. To maximize the sensitivity and generalizability of
a laboratory-based HUD test protocol, the following requirements for the experimental setup
are warranted:

(1) High Visual Realism: If these tests are to be carried out in a laboratory setting
for greater control and feasibility, the simulated driving scenario should have a
high degree of visual realism. As an example of the importance of high fidelity
imaging systems, Wickens, Martin-Emerson and Larish (1993) demonstrated
larger HUD advantages than a previous study (Larish and Wickens, 1991) from
the same lab. This was attributed to the higher visual realism provided in the
simulation in the more recent study.

(2) External (or Ecological) Validity of Dependent Measures: Test methodologies
must assess a wide range of visual information processing tasks if laboratory
results are to reliably predict actual driving performance. Standard acuity
measures can be used to predict when a target can be detected under ideal
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circumstances (i.e., if drivers know when a stimulus will occur, where it will be
located spatially, and what the stimulus will be). However, an externally valid
test methodology must incorporate variables that are sensitive to the higher-level
cognitive abilities as well as the low-level sensory processes that are both
important for overall driver performance.

(3) Variations in Workload: As indicated previously, research suggests that cognitive
capture may be manifested primarily under high workload conditions. Workload
should be manipulated at multiple stages of information processing (i.e., sensory-
to cognitive- to response-level workloads). Workload manipulations also should
involve performance of multiple tasks performed concurrently by drivers.

(4) Assessment of Oculomotor Adjustments: Various parameters of intraocular
(i.e., accommodation) and extraocular (i.e., eye movements) adjustments have
been assessed in HUD studies. Use of these measures which reflect the
unobtrusive sampling of drivers’ visual behavior, allows the development of
operational definitions for workload, oculomotor fatigue, cognitive tunneling and
various other phenomena related to visual information acquisition from HUDs.

(5) Links to Performance-Based Safety Criteria: Automotive HUD research requires
measuring performance on tasks that have definite safety implications for drivers.
Acuity measures have inferred safety implications since a given acuity can be
translated into a detectability distance for high contrast targets. This is different
from a direct determination of the , minimum acuity required to drive safely
which is not as straightforward. Potentially more useful is a measure of the
safety of in-vehicle displays based on the relationship between glance
duration/frequency to the display and the probability of lane exceedance
(Zwahlen, Adams and DeBald, 1988). The lane exceedance criterion used by
Zwahlen et al. has clear safety implications for drivers. This approach could be
readily adapted using other safety criteria such as detectability.

(6) Practice/Skill/Training Issues: One of the least recognized threats to external
validity is inadequate preparation and training of subjects prior to the first
experimental measurement. Although all subjects are experienced drivers, this
does not guarantee transfer of training to a laboratory simulator. This is
particularly important with respect to human factors issues with HUDs  since most
subjects have never used, or even seen, a HUD. Kiefer (1991) demonstrated
asymptotic performance with HUDs only after the third of four experimental
sessions.

(7) Selection Criteria for Experimental HUD: One potential limitation of laboratory-
based studies relates to the design of the HUD used in the experiment. A number
of different configurations have been used among the cited laboratory studies. The
appropriateness of a particular HUD design depends on the specific research
questions that are of primary interest. For example, if the experimenter wishes
to control for accommodative effects in order to investigate attention mechanisms,
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the graphic HUD (defined in the Glossary) is an appropriate choice. If the
ultimate goal is to address safety issues for HUD use then the following minimal
requirements must be met (see detailed descriptions in previous section): (1)
optical superimposition, (2) see-through combiner, (3) compact, (4) 2.5 m virtual
image distance, (5) complete or partial binocular overlap.

To accomplish these methodological goals: (1) response times should be assessed for all
tasks, (2) tasks should be chosen that are representative of the range of workloads that occur
in driving scenarios, (3) eye movements should be assessed unobtrusively during the
performance of all tasks, (4) all subjects should be practiced to asymptotic performance levels,
and (5) a HUD meeting the criteria stated above should be used in the study. What follows are
recommended methodological tools and the types of conclusions that can be drawn using these
tools.

Signal detection analysis and forced-choice paradigms: Analyses based on signal
detection theory (SDT) are used to separate sensitivity changes from criterion shifts. In some
psychophysical methods, observers set a criterion in making decisions about the
presence/absence of a particular stimulus. SDT assumes that these decisions are also made in
the presence of internal noise. When a stimulus is presented, the internal noise and the signal
are assumed to be additive. Near threshold, the noise distribution (N) and the signal + noise
distributions (S+N) overlap. When there is overlap between N and S+N, changes in criterion
produce both a change in the proportion of correct detection of signals (saying a stimulus is
present when it is) and a concurrent change in the proportion of false alarms (saying a stimulus
is present when in it is not), To separate sensitivity from criterion, a measure d’ (or
detectability index) is calculated which is the z-score for hits minus the z-score for false alarms.

In many cases, it is possible to use psychophysical methods that do not involve the
observer setting a criterion. For example, in two-alternative forced choice the observer has to
decide which of two target areas presented simultaneously (or sequentially) contain a target.
They are forced to respond (for example, left or right) based on an external comparison of two
or more target areas. Depending on the number of response alternatives, chance performance
is defined as l/n where n = the number of response alternatives. This test method makes it
possible for observers to compare two external stimuli and does not require them to base their
responses on an internal criterion.

Assessing dual-task resource allocation: Analogous to the way that SDT separates
sensitivity from criterion shifts using receiver operator characteristic functions (ROCs) and d’
analyses, dual-task performance and differences in resource allocation can be assessed using
performance operating characteristics (POCs). This is calculated by taking the difference
between single task performance on each task and the diagonal to the POC function.

Although none of the HUD studies included in this review have performed formal POC
analyses, a number of studies have used dual-task methods. Typically, the results are not
reported in such a way that resource allocation issues can be assessed. Thus, it is often difficult
to determine the extent to which changes in performance are due to changes in resource
allocation between the central/primary task and the HUD/secondary task. One exception to this
is the study by Isomura et al. (1993) in which they plot primary task performance along the x-
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axis and secondary task performance along the y-axis. These functions are plotted for 3
different eccentricities of the secondary task. Although there is clearly a decrease in dual-task
efficiency at larger eccentricities, they do not perform any analyses to determine the concurrent
cost.

Objective measures of gaze direction: Gaze must be assessed in order to answer
questions such as when, how often, and how long subjects look at the HUD or the forward
driving scene. For the most part, it can further be assumed that observers are attending to
whatever it is they are looking at. However, if the HUD symbology happens to be in the same
spatial location (depth, azimuth and elevation) as external targets, measures of gaze direction
alone cannot be used to suggest what observers are attending to. Typically, other dependent
measures are used to determine what information is being selected for processing. Still, eye
movement measures will remain useful to determine the eyes-on-the-road time and for
correlation with differences in performance measures for HDDs versus HUD conditions.

Eye movements have also been used to develop operational definitions of workload.
Galley (1993) used eye movement measurements (electrooculogram or EOG) to assess workload
while using a HUD. Workload was operationally defined as: (1) an increase in duration of
inspection, (2) decrease in blink interval (time between blinks), (3) increase in the number of
high amplitude saccades and (4) an increase in the saccadic  velocity when looking away from
a display. Based on these criteria, the HUD placed lower demands on subjects when compared
to performance on a conventional HDD. A similar application of eye tracking data in future
HUD research should be valuable.
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Appendix A: Summary Table of HUD Research Findings

This appendix contains a summary table of articles investigating the application of HUDs for
automotive use. A number of articles are not included in this table. To be included in the summary
table, the reviewed article must: 1) involve laboratory or field experimentation with moderate to
high ecological validity, 2) address an issue specifically related to the use of HUDs, 3) describe the
experimental setup and test conditions, and 4) report results in graphical and/or table format, with
some means of evaluating the statistical significance of the findings.

These criteria exclude a number of articles that are state-of-the-technology or future
technology reports. Also excluded are engineering articles geared primarily towards describing the
design of a particular HUD. These engineering reports are summarized separately in Appendix B.

The column headings in the research summary table were chosen to conform as closely as
possible with common report formats among scientific journals. In some instances the columns are
grouped to minimize space requirements. This is typically done for studies in which multiple
experiments are described.
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